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Abstract

The aim of this paper is to improve thermal performance of a counter flow microchannel
heat exchanger (CFMCHE) by using microencapsulated phase change material durry
(MEPCM suspension) as a cooling fluid instead of pure fluid. The MEPCM suspension used
in this paper consists of microcapsules constructed from n-octadecane as a phase change
material (PCM) and the shell material is Polymethylmethacrylat, these capsules are suspended
in water in a concentration of (0 — 20) %.

From the results, using of MEPCM suspensions as a cooling fluid leads to modify thermal
performance of a CFMCHE by increasing its effectiveness but it also leads to increase the
pressure drop. From heat transfer (thermal performance) point of view it is better to use this
type of fluid to increase cooling efficiency of a CFMCHE, but due to extra increase in
pressure drop it leads to reduce the overal performance compared with pure fluids. Therefore
its application depends on the conditions at which this heat exchanger is used.
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1. Introduction

Microchannel heat exchangers are of interest because they can remove large amount of
heat over a small volume. This ability makes it well suited for highly specific applications that
require compact high heat energy removal solutions such as, biomedical processes,
metrology, telecommunications, cooling of high heat flux high density microelectronics,
automotive industries, nuclear reactor barriers, fuel processing, aerospace and chemical
industries.

Cooling fluids play an important role in al cooling applications, and its thermo physical
properties considered as key parameters that affect its cooling abilities. All the observed
literature used pure fluids (liquids and gases) as cooling fluids in a CFMCHE.

Using microencapsulated phase change material (MEPCM) suspensions has attracted
more and more interest due to their capabilities of enhancing convective heat transfer and
thermal storage performance. This heat transfer enhancement results from the latent heat
absorption by the PCM in the suspended MEPCM particles during the melting process.

A phase change material PCM is a substance with a high latent heat of fuson which in
melting and solidification is capable to absorb and release large amounts of heat. MEPCM
offers an opportunity to reduce weight and volume in thermal management systems by
utilizing the latent heat of the PCM. In this approach to therma management, the large latent
heat of PCM is coupled with the high heat transfer capabilities of microchannels to achieve a
high thermal performance of CFMCHE.

Microchannel heat sink was first proposed by Tuckerman and Pease (1981) [1] for
electronic cooling. They built a water cooled integral heat sink with microscopic flow
channels, and demonstrated that extremely high power density with a heat flux as high as 790
W/cm? could be dissipated .

Following the work of Tuckerman and Pease, many researchers have been conducted for
microchannels and microchannel heat sinks. Klein et al (2005) [2] studied experimentally the

effects of surfactants solution on heat transfer of a single phase and boiling flows in
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microchannel heat sinks. The surfactant used is Alkyl Poly Glycosides (APG). The results
were compared with the heat transfer in water flow under similar conditions. For single phase
flow, no significant difference was observed between heat transfer in water and surfactant
solutions at various mass concentrations. For boiling flow of surfactant solutions, the optimal
value of mass flux was found in which the hesat transfer enhancement reached its maximum.
The experiment has also revealed that at low mass fluxes, an optimal mass concentration of
APG additives may be found for which a two phase flow heat transfer significantly increases.
These findings lead to the conclusion that the use of surfactants should be considered as a
method for improving two phase boiling flow heat transfer.

Yu et al (2006) [3] experimentally investigated the laminar flow characteristics of
suspensions with microencapsulated phase change materials (MEPCM) in water flowing
through rectangular cooper minichannels ( Dn < 3 mm ) with the aim to develop methods for a
more efficient cooling technology for high power electronics. The paper presented the first
results of the experimental investigation on the laminar flow frictional characteristics of
MEPCM- water suspension with various mass concentrations flowing in rectangular
minichannels with ( Dp = 2.71 mm). The mass concentration of the suspension ranged from O
- 20 %. The experiments were performed to explore the effect of MEPCM mass concentration
on the friction factor and pressure drop in the minichannels. The Reynolds number range was
from 200 to 2000. From the results, the laminar friction factor of the suspensions increased
with increasing the MEPCM concentrations. Compared with the friction factor of water, a
dight increase was found for low concentrations of 5 %. However , when the concentration
was 10 % or higher, the increase in the friction factor becomes much more distinctive.

Yu e a (2007) [4] investigated experimentally the convective heat transfer
characteristics of water based suspensions of (MEPCM) flowing through rectangular cooper
minichannels (Dn = 2.71 mm). MEPCM particles with an average size of 4.97 uym were used
to form suspensions with mass concentrations ranging from 0 to 20 %. The 5 % suspension
always showed a better cooling performance than water resulting in lower wall temperature
and enhanced hesat transfer coefficients within the range of mass flow rates. The suspensions
with higher mass concentrations, however, were more effective only at low mass flow rates.
At higher mass flow rates they showed a less effective cooling performance than water.

Farid et al (2007) [5] used the principle of using a suspension of microencapsules in
liquid as a heat transfer fluid to improve the performance of microchannel heat sink. The

microcapsules contain phase change materials which melt and solidify at a specified range of
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temperature. These microcapsules improve the fluid effective specific heat capacity and
thermal conductivity due to latent heat effect and micro mixing respectively. The increase in
the pumping required to pump the viscous slurry will over shed the benefit in the cooling if
the PCM melting range and concentration are not set properly. Hence additional investigation
using this technology is required to further develop our knowledge and understanding around
this topic .

Lee et al (2007) [6] used a new type of fluids called nanofluid which is a suspension
consists of base fluid with some additives of metallic or non metallic solid particles in nano
sze as a cooling fluid. The nanofluid used in this research was water based nanofluid
containing small concentrations of AL203. The high thermal conductivity of nano particles is
shown to enhance the single phase heat transfer coefficient especialy for laminar flow.
Higher heat transfer coefficients were achieved mostly in the entrance region of
microchannels. However, the enhancement was wesker in the fully developed region,
providing that the nano particles have an appreciable effect on the therma boundary layer
development.

Mushtaq et al (2009) [7] used the nanofluids as cooling fluids in a counter flow
microchannel heat exchanger. They found that, using of these types of fluids instead of pure
fluids lead to increase the thermal performance of this heat exchanger by increasing its
effectiveness and the rate of heat transfer without extra increase in the pressure drop across
heat exchanger associated with using the nanofluids. Also they found that using of nanofluids
lead to increase the overall performance of a counter flow microchannel heat exchanger
compared with using pure fluids.

Mushtaq et al (2009) [8] investigated numerically the effect of channels geometry (the
size and shape of channels) on the performance of counter flow microchannel heat exchanger
and used liquid water as a cooling fluid. They found that with decreasing the size of channels
both the effectiveness of heat exchanger and pressure drop were increased and they claimed
that the decision of increasing or decreasing the size of channels depends on the application in
which this heat exchanger is used. Also they found that the circle is the best shape for the
channels of this type of heat exchangers since it gives higher overall performance (including
both the hydrodynamic and thermal performance).

It should be pointed out that most of the previous researches done in heat transfer or flow
characteristics of MEPCM suspensions focused on flow in macro — channels ( D, > 5 mm),
mostly in circular tubes [4]. Also these suspensions were not used as cooling fluids in counter
flow microchannel heat exchangers up to now as to the knowledge of the authors.
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2.  Mathematical model

The physical model of the problem shown in Figure. (1) represents the counter flow
MCHE which consists of square channels with hot and cold fluids. The difficulties in this
model are the flow is developing and heat transfer is conjugated where the 3D energy
equation must be solved for the two fluids and solid wall simultaneously. Solving complete
heat exchanger numerically needs huge CPU time and is complicated. Therefore, and due to
the geometrical and thermal symmetry between channel's rows, individual heat exchange unit
which consists of two channels (hot and cold) and separating wall will be considered as
shown in Figure.2 to represent the complete CFMCHE and give an adequate indication about

its thermal performance [7], [8].
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Figure (1). A schematic model of the counter Figure( 2). A schematic of heat exchange unit .

flow MCHE.

3. Governing equations
The governing equations used for suspension is the same for pure fluid, the continuity,
Navier- stokes and energy equations used with modified fluid properties.
The continuity equation:
fu, v, Tw,
SR R B B B
x Ty 1z

Momentum equations:

=0 1)
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Where j=h and c for hot and cold fluids respectively.
The energy equation based on enthalpy is [5].

N[V (r, H)] =R (k KT, ) (5)
Or

fHe , THe y  THey [ﬂszf .\ ﬂZTZf .\ ﬂZTZf
Ty 1z © Ty 1z
The enthalpy of the suspension (He) is described by equation (7) and computed as the sum of
the sensible heat (he) and the latent heat (AH) of the PCM.

He=he + AH @)

The sensible heat is described by equation (8), where h is the reference enthalpy at Te [9].

e+V

r.fu

] (6)

h,=hs + ¢Fp, dT (8)

The latent heat of the durry (AH) is described by equation (9) as a function of the latent
heat of the PCM (L), MEPCM mass fraction (f ) and the melted mass fraction (3).

The melted mass fraction (B) is defined as the mass ratio of melted PCM to the total mass
of PCM in the slurry. The PCM starts to melt at Tgiqus and completely melts at Tiguigus Where
the liquid fraction can vary from zero at Teiqus t0 One at Tiquiaus - Equation (10), which is
known as the lever rule, describes the melted mass fraction (B).

AH=Bf L ©
Where:
B=0 if Tt < Teolidus
p=1 if Tt > Tiquicus (10
b = T - T if Teolidus< Tt < Tiquicus

T

liquidus

- T

solidus
The energy equation for the heat exchanger solid walls:
k, N>T,=0 (12)
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4. Model boundary conditions

The MEPCM — water durry, which contains micro size particles, enters the channels at a
specified temperature and velocity and its temperature increases as it moves through the
channels and reaches the melting temperature of PCM. When the PCM melts inside the
capsules, the melted PCM remains contained in the capsules and will not mix with the carrier
fluid. In other words, there is no mass transfer between the capsules and the carrier fluid. The
carrier fluid exhibits lower temperature change when the PCM melts.

The boundary conditions used are:
For lower channels (Hot fluid) (water) (0 <y <Hp)

Location B.C. Comments

At x=0 Uh=Un ,Va=Wh=0,Th=Th Hot fluid inflow

u, . _ . _ Hot fluid outflow ( fully developed
At x=L —L =y, =W, =
Tx 1 flow, end of channel )

At z=0 Uh=Vh=Wh=0 |, = No-dlip, adiabatic wall

At z=

Uy =Vh=wp=0, = No-dip, adiabatic wall
Wch

 — T, _ . N
At y=0 Uh=Vh=Wh=0, W No-dip, adiabatic wall

T T Fluid -solid interface (no-slip,
At y=Hhn Uh:Vh:Wh:O"khhz'ksﬂs’ | p

fly Ty conjugate heat transfer)

For upper channel (cold fluid) (PCM suspension) (Hp+t <y < Hp+t+H,)

Location C Comments
Cold fluid outflow
At x=0 (fully developed flow,
end of channel

At x=L Cold fluid inflow

At z=0
No-dip, adiabatic wall

No-dip, adiabatic wall
At y = Hpt+t = Fluid-solid interface
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(no-slip, conjugate heat

transfer)

At y = HiHt+Hc

Location

no-slip, adiabatic wall

Comments

At x=0

Adiabatic wall

At x=L

Adiabatic wall

At z=0

Adiabatic wall

Adiabatic wall

At y=H,

Fluid - solid interface

At y=Hp+t

Fluid - solid interface

The above equations with their boundary conditions were solved by using CFD software

FLUENT 6.3 and the distributions of velocity, pressure and temperature were calculated,

from which the pressure drop and effectiveness are calculated.

Heat exchanger effectiveness is the ratio of the actual heat transfer to the maximum

possible heat that can be transferred:

Where
Omex = Chin ( Thi—Tg )

And g=Ch(Thi—Tho) =Cc(Teo—Tq)

Where ¢, =mcp, and c;=mCp,

Total pressure drop across the heat exchange unit is:

8

(12)
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To calculate the overall performance of a heat exchanger taking into consideration both
the thermal and hydrodynamic performance a parameter called performance index used which
is the ratio of effectiveness to the total pressure drop [8]:

h=—o (14
DPt

5. Properties of microcapsules

In general, MEPCM particles are composed of polymers as the wall material surrounds a
core of PCM. The polymer wall is sufficiently flexible to accommodate volume changes that
accompanied by solid / liquid phase change.

As shown in Figure (3) asingle MEPCM particle consists of two parts: the outer polymer
shell and the inner phase change material. The investigated MEPCM particles have an
average diameter of 5 um. The core materia is n — octadecane which has a melting
temperature of about 28 C°, and the shell materia is polymethylmethacrylat (PMMA) [4],
[10], and [11].

Figure (3). Sketch of a smgle MEPCM particle.

The core material (PCM) in a single MEPCM particle is about 70 % by volume. The
selection of the suspending fluid was governed by a more important factor, its compatibility
with n — octadecane and the microcapsule wall. Water was chosen as the suspending fluid
because it is easy to handle and has no effect on the PCM or the microcapsule wall.

9
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Since the thermo physical properties of the n — octadecane and the wall material are
different, the properties of the microencapsules must be calculated by considering the
properties of the individual components. The density and specific heat of the microencapsules
were calculated by using mass and energy balance respectively, where the density of n —
octadecane was taken as the mean of its solid and liquid densities [12].

10, d,

= 7(@) re (15)

rlPCM

_(7Cp, +3Cp,y) T 1
C - C wal C wal 16
Peov Bre+7T e )T pcy 10

The thermal conductivity of the microcapsules was calculated by using the composite

sphere approach. The thickness of microcapsule wall determines the heat transfer resistance of
the wall material, while the heat transfer resistance of the core material was evauated
considering the model for a solid sphere in an infinite medium. Thus the thermal conductivity

of the microencapsules given by:

1 _ 1 dpey - d

+ : (17)
kPCM dPCM kc dc kWall dPCM dc

Where:
PCM : Particle ( capsule = core + wall ).

C : core material (phase change material).
Wall : polymer wall of the capsule.
d . diameter.

6. Properties of suspension
The bulk properties of suspension are a combination of the properties of the suspending
fluid (water) and the microcapsules. Using a mass and energy balance, the density and

specific heat are calculated [4], [12].
iy =Cflpy t@-0)r, (18)

Cp; =f Cppey + (- 1) Cp, (19)

To calculate the viscosity of the suspension, the following relation was used:

m =m, (1- c- 1.16c¢*)*° (20)
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This relation is valid for concentration up to 20 % and channel — to — particle diameter
ratio of 20 — 100 and mean particle diameters of 0.3 — 400 um [12].
The bulk thermal conductivity of suspension was calculated from the relation:

kf - 2k, + kPCM +2c (kPCM - k) (21)
Kecw Kecw
2+ -c(——-1
K
f = C I pem (22)

(rw+c(rpcrv| - rw))

Table (1) gives the values of properties of the microcapsules and the MEPCM — water
suspension calculated using the above equations.

Table(1). Physical propertiesof suspension components and suspension.

Density Cp M
(Kg/m®) | (J/KgK) (Kg/m.s)
water 981.3 4189 0.000598
n — octadecane solid=850
( MEPCM core) liquid=780
PMMA
(MEPCM wall )

fluid

2000

1190 1470

MEPCM particles 867.2 1899 -
2 % suspension 978 4148 0.000629
5 % suspension 975.59 4087.3 0.000685
10 % suspension 969.89 3984.2 0.000803
15 % suspension 964.18 3882.1 0.00097
20 % suspension 958.48 3774.7 0.00121

MEPCM volume fractions used in this paper were (2 %, 5 %, 10 %, 15 % and 20 %).
Rao [3] used ¢ up to 20 % and mentioned that when ¢ becomes greater than 15 % the
suspension behaves as a non Newtonian fluid. While Bernard [13] mentioned that the
suspension up to ¢ = 30 % becomes a non Newtonian fluid. Farid [5] mentioned that the

suspension flow is considered to be Newtonian as long as the MEPCM particles are less than
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25 %. Therefore the volume fraction used in this paper is up to 20 % to ensure that the

suspension flow is a Newtonian flow.

7. Numerical model

A finite volume method (FVM) is used to convert governing equations to algebraic
equations accomplished using an "upwind" scheme. The SIMPLE algorithm is used to enforce
mass conservation, and to obtain the pressure field. The segregated solver is used to solve the
governing integral equations for the conservation of mass, momentum and energy. CFD
package FLUENT 6.3 is used to calculate the distribution of velocity, pressure and
temperature in a CFMCHE. A mesh was generated by descretizing the computational domain
(two channels and separating wall). Mesh independent was studied by using four mesh sizes
of hexahedral element and the results for effectiveness and central velocity in fully developed
region for different meshes used are listed in table 2 for Re=50.

Table (2) shows that the solution becomes independent of grid size and from third
configuration further increase in the grids will not have a significant effect on the solution and
results of such arrangement are acceptable. Therefore and for more accuracy the grid size of
(25x25x110) and (25x15x110) is used.

Table (2). Mesh independent study.

mesh size Effectiveness %
(16 x16x90) and (16 x8x90) inz,y, X
directions for channels and separating wall 42.82

respectively
(20x 20 x 100) and (20 x 10 x 100) in z, y, X

directions for channels and wall respectively
(20 x 20 x110) and (20 x 10 x 110) in z, y, X
directions for channels and wall respectively
(25x25x110) and (25x 15x 110) in z, y, X
directions for channels and wall respectively

12
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The convergence criteria to control the solution for momentum and energy equations were
set to be less than 10°.

8. Resultsand discussion

Simulations were conducted first with pure water, and then repeated with MEPCM —
water durry with volume percentages of 2 %, 5 %, 10 %, 15 %, and 20 %. Noting that the
Twiiqus for n- octadecane is 24 C° (297 K) and it's Tiiquiaus= 29 C° (302 K) also its latent heat L
= 245000 (J/K Q).

To check the accuracy of present numerical model, verification was made by comparing
the numerical results of present model with the numerical results of reference [5]. The
numerical model presented in [5] is a microchannel heat sink has a width of 5.1 mm, height of
1.5 mm and length of 10 mm. It consists of 25 equally spaced rectangular microchannels each
one with 100 pm width, 500 pm height, 10 mm length and 166.6 pm hydraulic diameter.
Channels are separated by a 100 um wall thickness of Aluminum. Due to computational
difficulties of modeling the whole heat sink with 25 channels and due to symmetry in
geometry of channels, the numerical model used in [5] includes only a half of individua
channel with its surrounding of the heat sink metal.

Thermal boundary condition is a constant heat flux of 100 W/ cm? acting at the bottom
wall of heat sink. The inlet velocity is 1 m/s and inlet temperature of 300 K, the PCM used
with melting range of 300 - 305 K.

Figure (4) represents a distribution of bulk temperature of MEPCM-water suspension
along microchannel for results of present model and numerical results of [5]. From this figure
it can be seen that, the agreement between results of present model and results of [5] is
accepted since the mean error for al points is 2.1 %. From these results it can be concluded
that, the present model can be safely used to simulate a CFMCHE with MEPCM-water durry
as acooling fluid.

Figure (5) shows the distribution of bulk temperature of suspension along heat exchanger
for 0 % (pure water), 5 %, 10 % and 15 % of MEPCM volume concentrations at Vi = 0.25
m/s. From this figure one can see that the bulk temperature of suspension decreased with the
increase of the volume fraction due to increase in the latent heat of melting results from
adding more mount of PCM. Since the amount of heat absorbed from hot fluid in case of

using MEPCM - suspension consists of sensible and latent heat. Therefore increasing volume
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fraction of PCM in the suspension leads to increase the latent heat part and as a result the bulk
temperature decreased.

Variation of effectiveness of heat exchanger with volume fraction for MEPCM-water
suspension at Vi = 0.25 nVs is shown in Figure (6). From this figure one can see that, the
effectiveness of the heat exchanger increased with the increase of the volume fraction of
MEPCM in the suspension compared with its value for pure water. Despite the decrease in
thermal conductivity of suspension with increased volume fraction, the effectiveness
increases due to releasing the latent heat of melting of PCM in the suspension, which is
responsible for absorbing extra heat from the hot fluid. Since the hesat is transferred as a
sensible and latent heat in such applications.

The percentage of modification in the effectiveness of a CFMCHE results from using
MEPCM-water suspension as a cooling fluid compared with pure water is 15.83 % for
volume fraction 20 % and inlet velocity 0.25 nvs.

The effectiveness of a CFMCHE can be increased more than this value by increasing the
volume fraction in the suspension more than 20 % but there is a limitation on the increase of
volume fraction, since increasing volume fraction more than certain level leads to change the
fluid into non-Newtonian fluid therefore the volume fraction used in this paper is up to 20 %
[3], [5] and [12].

Figure(7) shows the variation of pressure drop with volume fraction of MEPCM-water
suspension a Vi = 0.25 m/s. From this figure the pressure drop increases with increasing
volume fraction due to the increase in the viscosity. It's clear from this figure that, there is a
large increase in pressure drop associated with using this type of fluids for cooling in a
CFMCHE, since the percentage increase in pressure drop for MEPCM suspension compared
with that for pure water is 50.49 % for 20 % volume fraction and 0.25 nvs inlet velocity. The
increase in pressure drop results from using MEPCM-water suspension considered as one of
the main disadvantages of using such fluids in this application.

As can be seen from Figures (6) and (7) with using of MEPCM-water durry as a cooling
fluid in a CFMCHE, both effectiveness and pressure drop increased, therefore it is important
to find out its effect on the overall performance of this heat exchanger.

The overall performance of a CFMCHE can be represented by a performance index
which gives an indication about the overall performance.

Variation of performance index with volume fraction for MEPCM-water suspension at
inlet velocity 0.25 nm/s is illustrated in Figure (8). From this figure it can be seen that the

14
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performance index for MEPCM suspension decreased with increasing volume fraction
compared with that for pure water. Due to that, the increase in pressure drop is higher than the
increased effectiveness by adding more amount of PCM. The value of performance index for
all ranges of volume fraction used for MEPCM suspension is lower than that for pure water
due to extraincrease in pressure drop in suspension.

Figure (9) indicates the variation of effectiveness for 0 % (pure water), 5 %, 10 % and 15
% MEPCM volume concentrations with inlet velocity. From this figure the effectiveness
decreased with the increase the velocity of flow, aso the modification occurred in
effectiveness due to adding of more PCM decreased with the increase in flow velocity
because some of PCM in durry did not have enough time to complete its melting inside
channels which lead to decrease the latent heat of melting and reduce the cooling
performance. This can be proven from Figure (10) which represents the variation of bulk
temperature of suspension with inlet velocity for ¢ = 5 %. From this figure it can be seen that,
the bulk temperature decreases with the increase in the velocity and it reaches (300.9) K at vi
= (3) m/s i.e. the temperature of suspension decreased lower than Tgigus ThiS means that,

melting cannot be completed at this velocity.

Present model

e Reference [5]

Bulk temperature (K)
1

symmetry

Fluid inflow

Figure(4). Distribution of bulk temperature along channel asa comparison
between present model and results of reference [5].
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Figure (5). Distribution of bulk temperature of MEPCM suspension for
different values of volume fractions (Vi=0.25 m/s).
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Figure(6). Variation of effectivenesswith MEPCM volume
fractionsat Vi = 0.25 m/s.
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Figure(8). Variation of performanceindex with MEPCM volume fraction at Vi = 0.25 m/s,
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Figure(9). Variation of effectivenesswith inlet velocity for different values of

volume fraction.
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Figure(10). Variation of suspension bulk temperature with inlet velocity for c =5 %.
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9. Conclusions

In this paper the MEPCM-water suspension was used as a cooling fluid instead of pure

water in CFM CHE to modify its thermal performance. From the results the following

conclusions can be drawn:

1-

2-

Using this type of suspension leads to modify the thermal performance of a CFMCHE
by increasing its effectiveness.

The use of MEPCM-water suspension leads to increase the pressure drop across the
CFMCHE to large values. And as aresult its leads to decrease the overall performance
of this heat exchanger.

From thermal performance point of view, the use of MEPCM suspension is desirable
since it leads to increase the effectiveness. And from the hydrodynamic performance
point of view using this type of suspension leads to extraincrease in pressure drop and
decrease the performance index. Therefore, using this type of suspension depends on
the application in which a CFMCHE is used. For land base applications such as
medical laboratories it is preferable to use the suspension to increase thermal
performance. While in space applications the extra increase in pressure drop overcome
the benefits of heat transfer enhancement.

It is better to use the MEPCM — suspension at low velocity to get the benefits of
melting of PCM and releasing the latent heat.
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11. Nomenclature

A Cross-sectional area (m?)

c Volume fraction

Cp Specific heat capacity (J/ kg K)

Dn Hydraulic diameter (m)

H Channel height (m)
Convection heat transfer coefficient
(W/n? K)

He Enthalpy of suspension (W)

he Sensible heat (W)

k Thermal conductivity (W/m K)

L Heat exchanger length (m)

P Total pressure (Pa)

q Heat transfer rate (W)

t Separating wall thickness (m)

T Temperature (K)

u Fluid x-component velocity (m/s)

20



Thi-Qar University Journal for Engineering Sciences, Vol. 1, No. 2

Y Fluid y-component velocity (m/s)
Wen Channel width (m)
Fluid z- component velocity (nm/s)

X Axial coordinate
y Vertical coordinate
z Horizontal coordinate
AH Latent heat (W)
AP Pressure drop (Pa)

m Mass flow rate (Kg/s)

Greek letters

P Density (Kg/m®)

M Dynamic Viscosity (m?/s)

€ Heat exchanger effectiveness

f Mass fraction

B Melted fraction

n Performance index (1/Pa)

Subscripts

c Cold

ch Channel

f Suspension

h Hot

i Inlet

Max. Maximum

o] Outlet

p Particle

ref. Reference

S Solid

t total

u Heat exchange unit

w Water
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Abstract

The use of central receiver (or Power-Tower type) of heliostat as concentrators on absorber
plate (target), used practically as boiler, proved convenient and favorable both in performance
and cost.

In this work a model of solar thermal power plant field was designed, analyzed, fabricated
and studied in details using central receiver type. The model is constructed on flat, smooth,
rigid and strong plywood board used as a base for the model fixed on an inclined base at an
angle of 20°. The field areawas set on quarter circle to arrange the heliostats; and at the centre
of a circle the tower is carrying a copper plate target was fixed. Two sets of heliostat field
[(540) and (1097) mirror] were tested experimentally.

Experimental data and results obtained showed that the use of solar energy in power
generation is a very promising application .The temperatures achieved for target were in the
range of steam boilers operation temperatures (268- 578)C".

The number of heliostat has a major effect on the target temperature; the power
concentration factor and the overall efficiency of the system.
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1. Introduction

Efforts to design devices for supplying renewable energy through use of the sun’s
ray began at least 1774[1], when the French chemist Lavoisier and the English scientist
Joseph Priestley discovered oxygen. Also during the same year an impressive picture of
Lavoisier was published in which he stands on a platform near the focus of a large glass
lens and is carrying out other experiments with focused sunlight.

Joe [2] investigated an absorbing cavity or collector of solar energy mounted on a
tower which is assumed to be erected over horizontal terrain, located about the base of
the tower are many relatively small mirrors of predetermined size..These results are
combined with a simple cost model to obtain a lower bound on the minimum cost per
unit of redirected energy as afunction of the unit mirror cost.

Sobin et.al [3] discussed the application of the compact steam generator technology
to the design and fabrication of central receivers for solar energy powered electrical
power plants. They discussed receiver design for tower — mounted applications where
size and weight are important, they found the heat flux rates necessary for central solar
receivers are nearly identical to the design heat fluxes for the compact steam generator,
fabrication of the central receiver is discussed as well as design details and applicable
meaterials.

Aparis et.al.[4] examined the calculation of the radiation densities on the surfaces
of flat and cylindrical receivers of tower- type solar power stations (SPS). They found,
this calculation method is characterized by an accuracy of 20%, and in individual
unfavorable cases the error may reach 30 -40%, and the results obtained using these
methods were used as the basis for designing one of the variants of a cylindrical steam
generator of an SPS with electric capacity about 60 MW.

Zakhidov and Ismanzhanov [5] investigated the effect of atmospheric dust
particles on the reflectance of solar — installation mirrors with front and rear reflection,
investigated as a function of particle time, speed, dimensions and angle of attack. They
found that the atmospheric dust borne in the air and transported by the mountain —

valley circulation winds characteristic of Central Asia present no danger to mirrors,
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strong winds with driven dust (dust storms) cause damage to the surfaces of mirrors,
especialy those using front reflection, so, it is undesirable to locate solar installations in
areas with frequent jet winds and loose soil (sand).

Zakhidov [6] discussed the principles of modeling in the design of solar power
station mirror concentrating systems (MCS) and analyzed the various model types:
substantial, structural, functional and mixed.

Teplyakov and Aparis [7] presented a paper with the experimental solar electric

station (SES-5) in light of the USSR’s energy program. The paper included:
(1) Purpose of SES-5.(2) Structure of SES-5.(3) The operating principle. (4) Distinctive
features. (5) Basic characteristics (Electrical output (nominal) = 5SMW, Area of mirror
surface =40000 n?, Dimensions of a single heliostat =5x5m, Number of heliostat
=1600, Area of the receiving surface =154 n?, Pressure of saturated steam =25 bar,
temperature of steam =250 C°, Annual electric power production =5-7 million kWh).

Saiylov and Nazarov [8] determined the slope of a heliostat’s primary axis which
makes it possible to track the sun’s apparent movement with a constant angular rate of
rotation around the axis and a zero rotation around the secondary axis during the
working day.

Fricker [9] investigated some 30 MW-demonstration solar power stations by using
heliostat field and central receiver type. He deduced that all the systems investigated are
feasible, the sodium system can probably be excluded for further investigations. He
explained that the air system appears to provide the simplest, lowest risk operation; it
has also by far the smallest electricity generation costs. The lower values can be attained
by increasing the size of the plant into the L00MW range.

Mancini et.al [10, 11, 12] presented an annual review of search and development.
They found that solar thermal power technologies are in different stages of
development. Trough technology is commercially available today, with 355 MW
currently operating in the Mojave Desert in California. Power towers are in the
demonstration phase, with the 10 MW Solar Two pilot plant located in Barstow, CA,
currently undergoing at least two years of testing and power production. Dish /engine
technology has been demonstrated. Buck et.al.[13] investigated with Solar- hybrid gas
turbine-based power tower systems (REFOS). They presented design and manufacturing
of central receiver.

Terrado [14] investigated the economics and the finance of solar thermal power plant ,
he took the case study ,SEGS plant in California, he explained that California in the 1980’s
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represented an optimum location for the development of the world ’s first commercial solar
thermal electric system ,high radiation an on-peak rate for electricity in summer afternoons,
and tax incentives for investment in renewable energy combined initially with high fossil fuel
prices, were the pre conditions for the creation of nine solar electricity generating plants
(SEGS)with atotal of 355 MW, capacity.

Henry Price [15] presented paper of concentrating solar power systems (analysis &
implications).It explains some of principles with market assessment important and integrated
analysis tools which are essential.

Steinhagen and Trieb [16] explained the principles and development of concentrated
solar-thermal power and outline its considerable potential for alleviating the constant pressure
on our existing resources. They explained various types of single & dual-purpose plants have
been analyzed and tested in the field. In addition, experience has been gained from the first
commercial ingtallations in use worldwide since the beginning of the 1980. Solar thermal
power plants will provide a significant contribution to an efficient, economical and
environmentally benign energy supply.

Fluri and Von Backstrom [17] analyzed the performance of the power conversion unit of
large solar chimney power plant and compared three configurations from efficiency and
energy yield point. The efficiency was 80% and increased with decreasing the diffuser area.

Rolim et.al. [18] developed an analytic model for a solar thermal electric generating
system with parabolic trough collectors which were installed in Mojave Desert. They
concluded that a large maximum of the overall cycle efficiency was found for evaporation
temperatures around 320 °C with good agreement of results when comparing this model with
experimental data with an attractive tool for smulation and design of solar power stations.

This paper is concerned with the study and design of a system which will
concentrate direct sunlight in order to produce high temperature for the target (such as a
boiler in thermal power plants). This system is made up of field of mirrors and a tower
which is made for the first time in Irag. The model includes the following items:

(1) Partsof model, and the materials which are used in manufacturing.
(2) Method of work and measurements.
(3) Study of the effect of atmospheric air.

(4) The model construction was assumed at solar noon time.
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2. Theoretical analysis
In this design, the square shape area of mirror is (2*2) cm” . The distance to be 2cm taken
between two adjacent arcs because the places of heliostat with shape of zig- zag, and for one
arc, one place of heliostat between two adjacent heliostats was neglected. Therefore, the
distances between them became 2cm.
To calculate the number of heliostats in each arc by using the equation (2) (the first radius
of arc of heliostats 34 cm was used to decrease the area of field for experimental use only):

length of arc L, = R
Y ()
length of first arc = <> ;- =534cm
. L
Number of mirrors N = 2La +1 ()]

m

Number of heliostats in first arc N. = % +1=14.35 @14 mirror

-After calculating the number of heliostats, their positions were drawn on paper. The number
of heliostat for adjacent arcs are equalized or increased by one and decreased by one. One arc
was created to isolate the arcs group among them to increase the number of heliostat at
increasing the radius of arc and avoid the shading .At manufacturing the model the first radius
of arc become 34cm to decrease the area of field and the problems of trend. The field is
arranged as shown in Table (1) which explains the mirrors field arrangement calculations for
two models. The first column shows the arc number begins near the tower of central receiver
with arc number (1), the second column gives the radius of arc which contains the positions of
mirrors. Also, the third column shows the length of arc (one quarter of circle). The forth
column shows the number of mirrors in each radius. The arcs numbers (5, 11, 17, 23, 30, and
37) were used to increase the mirrors number between two adjacent arcs and to avoid the
shading.

The field of heliostats was applied to the dimensions of Table (1) in figure (1) as top
view of the model rig.

For designing a solar power plant, the temperature at which it will operate must be
known normally in the range of (500C° - 600C°) approximately for steam power plant and in

many other power plants.[21]
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Therefore, for our model, a target of copper plate of dimensions (3.5*3.5*0.15) cm, the
energy which is reflected from the mirrors of the solar field , is absorbed by the target
therefore, the following analysis for the heat balance of the target applies.

-Ambient air temperature =20 C°=293K

Sky temperature T<=0.552 T,°
\ Ts=0.0552* (273+20)"° = 276.85K =3.85C° » 4C°
g, =sAlTs - T2)

=567 10°* (35" 35" 10" )873* - 277*) 3)
=3903 W
1
h¥ = C(Tp - T¥ )Z
=1.77(600- 20)% (4)
=8.686W /n.C"

This coefficient is for zero wind velocity. For wind speed is higher than 5 m/s ,
h.=20W/n?. C°. Then,

\ q,=h AT, T,)

=20* (35" 3.5” 10*)(600- 20) (5)
=1421 W

\ qtotal = qr +qc

\ g, =39.93+14.21 (6)
=5414 W

Assuming [23],[24]:

(1) Thereflection coefficient of mirror h  =0.75 (for commercially available).
(2) The guidance efficiency for heliostatsh, = 0.8.
(3)The optical efficiency of heliostat h, =0.9.

(4)The average solar flux through one year 1, = 700W / m?

(5 Thefield angle is 90° when 6=135° to 180°,and (-135° to 180°)

(6) The power factor or cosine factor (cosi,or ne) ,(due to the fact that the perpendicular to the
heliostat is not the same as the incident ray vector), approximately equal to (0.8) taken from
the previous experiments.

(7)The absorptance of sunlight by target plateis 0.9

-Asin the analysis presented by [22], it was found that:
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Dimension of mirror € dimension of target plate xCos 22.5

=3.5%€0s 22.5=3.23Cm
-When the angle 22.5° is the inclination angle of the target plate from the reflected
radiation from rim mirror of the field, it is half the angle of rim mirror from the horizontal
plane.
-Another hint, there is declination of the solar rays with a value of 16 second of degree
,measured between solar disc edge ray and center ray.
-There are some difficulties in the trend of mirrors practically. Therefore, the dimension of
mirror is (2x2) cm was chosen , for the above reasons and also to lessen the dimensions of
model.

Table (1). Field of mirrorsarrangement calculationsfor two models. First model for arc

number 1-27

Mirror
No.

14

15

14

15

6

17

17

17

1
2
3
4
5
6
7
8
9

17

17

8

21

22

21
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Then the power calculated here is compared with the theoretical power equation
which was analyzed by [22] ,i.e.
g=h.al NA, Cosi
54.14=0.75" 0.8 09" 09" 700" N" (2" 2 10*)*0.8
N =497.3 @498 mirror
But the designer must add twice a multiple number of mirrors [23],[24] to secure power
plant working for al conditions such as rain, fog, wind and dust...etc(at the absence of direct
solar ray),by using special devices for storage.
Therefore the study used 540 mirrors in the first model because of problems of trend and
manufacturing .Then using (1097) mirrorsin the fabrication of the second model.

Arc number 27

=\

Target Positio Qe 34cm

Figure (1). Heliostats Field.
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3. Manufacturing of field of solar power plant
3.1. The Base of model
(1) Dimensions
Before the start of manufacturing the model base plate, its dimensions must be specified

from the following measurements for the first model:
-width=the radius of outer arc of heliostat+ Factor (1)

=86+14=100 cm
-length =The radius of outer arc of heliostat xSin 45x2+Factor (2)

=86xSin 45x2+28.4=150 cm
The plan of arcs radii must be done and the positions of blocking the heliostats on graph paper
as in Figure (1) were applied on the model. (Factor (1) and Factor (2) mean the distance
between two adjacent mirrors to avoid the shading which assumed to be the total length or

width of plate as integer value).

(2)Choice of plate
A base plate must be chosen with special specifications such as:
& Water resist: to resist the effect of rain at winter season.
b- Temperature resist: to resst the change of temperature at different seasons
without changing of its properties.
Cc- Rigid wood with low flexibility to bear the heliostat and target tower and
accessories without changing the trend and direction of heliostat and target.
d- Smooth surface.

(3) Manufacturing of plate
The wood plate with dimensions (150x100) cm, is supported by a wood piece of
angle 20 to the horizontal to decrease the distance between the heliostats and the absorber.
Then, engineering drawing on wooden base is achieved with the following manner:-
(a) Limiting the position of tower at the lower edge of plate, after graphing the
two perpendicular axes (West-East and South-North), the tower is fixed at the
center point.
(b) Drawing the arcs of heliostat by using a pencil and limited by rim lines of field
of angle 90..
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(c) Pointing the places of blocking the heliostats on the arcs by obvious mesh
points of pencil lines.

(d) Drilling the pointed places above with diameter of 3mm by using handle driller
with drill depth of 5-7mm approximately.

3.2. Target and tower

Target plate is manufactured from pure copper plate with dimensions of (3.5x3.5) cm
with thickness of 1.5mm and coated with black, non shine and non gloss paint. The choice of
pure copper was get because of its high melting point, high conductivity for heat (K=385
W/m.'C)which leads to high response to heat change, specific heat(C,=383Jkg.K), and
density(p=8795 kg/m®), melting point temperature i(1356 K) but the melting point of
Aluminum is (933 K)[19]. When the copper coated with black paint, the absorptance o
becomes 0.91 and the emittance €= (0.2-0.05) [20].

The net height of vertical target tower is 50cm measured from the upper plate to the
surface of wood plate (the height of tower was chosen as 50cm to ensure no shading and to be
higher than the maximum height of field).

Thetarget plate is supported tightly at the upper of tower using connecting steel flexible
rod with diameter of 1mm and isolating the target plate and the tower steel by using glass
wool and wood insulation to insure no direct contact between them and heat transfer between
the target plate and the tower stedl to be insignificant.

Thetarget plate surface is facing the mirrorsin the field of mirrors.

3.3. Manufacturing of heliostat
The heliostat in this model composed from two main components, the mirror and bearer
(supporting rod).

The reflecting mirror selected from small glass thickness cover to decrease the distortion
of sunlight and the absorption of the solar energy spectrum when the glass includes a portion
of Fe,O3 compositions, which appears as greenish appearance. Therefore, (water white)
appearance of mirror which is pure were chosen. So, mirror type 2mm thickness with
dimensions (2x2) cm.

The supporting rod of heliostat is manufactured from 1mm thickness steel flexible rod
(which used to connection of steel rods in concrete casting) because of its resistance to
corrosion (oxidization). The length of rod is about 5cm, curved from one side as elbow bend
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to help at adhesion of mirror tightly, the other side is also curved with smaller elbow bend to
utilize in supporting the heliostat on the base plate.

3.4 . Trend method and measurement

The trend of the model must be accurate when starting the work. It is achieved by using
a known length rod placed near the model, fit perpendicular by using the bulb device which
used in building work for measuring the levels, put the rod at different time , before, after and
at the solar noon. Then, the direction of shading of rod at solar noon, points the South —North
axis, and then the model trended to this direction.

The trend of heliostats made the model at solar noon al time by changing the angle of
model. It starts at solar noon, limiting the shade of tower to be perpendicular and limiting the
length of shade to remain at these features al time of trend and measurements, and then the
direction of mirrors was moved smoothly to see the shine of mirror accurately on the target
area, and repest this process for all mirrors. It was continued to change the angle of wooden
plate at al time (each five minutes approximately) to secure remaining the model at solar
noon with monitoring the shade of tower (length and angle).

After the end of trend process, replacing the movable heliostat was done and then
supports it with the same procedure.

So, the measurement process was started, in this paper it is able to measure the
temperature of front surface of target plate by using a digital clamp thermometer type K, by
welding the ball of the end of compensating wires to the target plate surface at the center to
measure the temperature. This process was repeated at every hour start to remain the model at
solar noon by trending the field to different dope perpendicular to sun direction (azimuth
angle is 90.

The solar noon was used in designing this model because:
Q) This time is known at every day.
2 Simplicity in procedure.
3 Avoiding the shading or masking effects.

4. Discussion

(1) A sample of experimental results for target temperature during the day are presented in
Table (2) and Figure (3) for the period 28-12-2008 to 20-3-2009 for the first model and the
period 17-4-2009 to 21-5-2009 for the second model. Data accumulated for 41 experiments.
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As shown in Figure (4), the trend for the target temperature change is nearly the same for both
models. The band width for the temperature of the first model is (103-211)C° & 8 AM and
(162 — 258) C* a 12 AM , while for the second model is (292 — 411) C° a 8 AM and (375 —
578) C* a 12 AM . These results are in a good agreement with the published results for
experimental solar electric station [7]. It is worth mentioning that target temperature reaches
its value at the specific measuring hour within 3 minutes from the start of the experimental
measurements. Figure (3) shows the variation in the band width for the two models (i.e
AT1=108 C°, AT,=119 C° a morning and AT;=96 C°, AT,=203 C°, a& noon) is mainly due to
the change in atmospheric temperature during the tests (winter for the first model and late
spring, early summer for the second model). Figure (3) shows the trend of measured data for
the two models (Target temperatures variation during the hours of experiments) .The trend is
nearly the same, however, variation in the second model is nearly twice that of the first
model, and the highest temperature reached in both models was at noon .The scatter of the
data is shown in Figure (4). The maximum temperature measured at noon for the first model
was (258C"), while the minimum was (122 C°).

For the second model, the minimum temperature recorded at 8a.m was (292C°), this
indicates clearly that the second model starting temperature a 8am is much higher than the
maximum temperature recorded for the first model. Also the overall temperature range
recorded for the second model is in the normal range of steam operating temperature. At the
same time the recorded data shows that the lowest temperature recorded for the second model
at 5pmwas (268 C°), this gives as operational temperatures for a period of nine hours.

(2) Figure(5) shows the average target temperature for the two models during the days of
measurements, although , the hourly average was calculated as the arithmetic average of
readings at that hour , the shape of two curves resembles the behavior of temperature change
during the day of the two models.

_ o Q Actualq | _
(3) Daily Efficiency =— 100%  for the two models (18.9% for first model)
a Measuredq

and (31.7% for the second model).
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(4) The average measured power calculated approximately (through one day) , (through nine

hours) for second model reaching the target is
> (measured g )= 1292.1 W/day
while the actual power, calculated according to the model is:
> (actual q)=368.2W/day

therefore, the total average daily efficiency is:

o
h — oa. qactual . 100%

day
a qmeasuredl

_ 082 100% = 28.5%
1292.1

But for the first model; the average measured power is (407.6/day) , the actual
power is (71.36W/day), the total daily efficiency is (17.5%).

(5) From the actual and measured power were illustrated in the same values calculated in (4)
above, the losses of system can be determined by using System L 0Sses=0(measured) — Of(actual)
Percentage Losses= systemlosses, 100%
(measured)
(average losses = 336.24 W for first model, and average losses= 923.9 W for second model).
The percentage losses were calculated by applying the above equations to be ( 82.5%) for

first model and it was (71.5%) for second model.
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Figure (2). Showstwo photographsfor the first model.
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Table (2). Temperature readingsin °C for the first model.

Daily time (hour)

8
9
10
11
12
13
14
15
16
17

600
——Feb.14
Temp.
500 1 AT2
o
g 400 -
[T)
2 300 - —
(7]
}_
g 200 - AT1
a
= AT1
100 -
O T T T T T T T T T T 1
7 8 9 10 11 12 13 14 15 16 17 18
Hour

Figure (3). Target temperature difference (AT for first model measured at 20-3 & 14-2-
2009 & AT, for second model measured at 9-5 & 17-4-2009).

36



Thi-Qar University Journal for Engineering Sciences, Vol. 1, No. 2

700 +

600 -

500

400 -

300

200 -

Target Temperature C

100 -

Hour

Figure (4). Target measured temperature of two models(the upper for second model &
beneath for first model)through the period 28-12-2008 to 21-5-2009.
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Figure (5). Averagetarget temperature calculated for two models (upper curve for
second model and beneath for first model, the other pointsaretemperature
measurements of 41 test day).
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5. Conclusions

There are some notes in designing and constructing the model:

(1)

(2)

(3)
(4)

(5)

(6)

(7)

(8)

The measurements of temperature suffered from the effects of weather conditions,
speed of wind, temperature of sky and air, dust, fog ....€tc.

When the wind is slow, plate temperature increases and the solar power absorbed by
target is observed.

When the weather is pure and no dust and fog the solar power absorbed is high.

When the ambient temperature is low then sky temperature is low, therefore, that
leads to decrease the power absorbed.

Increasing the insulation layer thickness under the absorber plate will increase the
absorbed power absorbed because of decreasing the losses.

At the measurement and trend of model in the direction to follow the sun, the angle of
incidence and altitude angle change, therefore, the trend changes.

The study assumed that the altitude angle is constant for all day design in
measurement.

The designer lost the utilization of solar power from about 6 mirrors because of target
shading.
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7. Nomenclature

symbol Definition Unit

A’ Absorber area m?

Am Mirror area m’

Co Specific heat of plate with constant pressure JKg.K

h. convection heat transfer coefficient W/m?.C*

[ Solar incidence angle Degree

N Number of mirrors -
Power Watt

Oc convective heat Weatt

Oe electrical power Weatt

Or radiated heat Watt

Os storage heat Weatt

t Time Second

T Temperature C

Tp Plate temperature C

Ts Sky temperature cC

T Ambient air temperature C

o Absorptance of target plate -

€ Emissivity of target plate -

n Efficiency of system %

G Stefan- Boltzmann constant W/m?.K*
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Reduction of Peak to Average Power Ratioin OFDM System

Using Discrete Cosine Transform Technique

Ahmed K. Abed

Electrical & Electronic Department
College of Engineering
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Abstract

Orthogonal frequency division multiplexing (OFDM) is a form of multi-carrier
modulation technique with high spectral efficiency, robustness to channel fading and
immunity to impulse interference. Recently, it is being used for both wireless and wired high
data rate communications. Despite of its many advantages, OFDM has a main drawback,
namely high Peak to Average Power Ratio (PAPR).High PAPR causes saturation in power
amplifiers, and leads to inter-modulation products among the sub carriers and disturbing out
of band energy. Therefore, it is desirable to reduce the PAPR. In this paper we used Inverse
Discrete Cosine Transform (IDCT) technique in the transmitter side to reduce PAPR problem.
The use of this technique in the output of Inverse Fast Fourier Transform (IFFT) stage gave
good results toward reduction PAPR. The receiver side includes Discrete Cosine Transform to
achieve correct detection. Computer simulation tests have been applied on IEEE 802.11a
standard as OFDM practical system with the proposed method .The results exhibit the ability
of such techniques to reduce the PAPR with no major effect on the system performance as
compared with the conventional OFDM technique.

Keywords. OFDM, Peak to Average Power Ratio (PAPR) ,|IEEE 802.11a, Rayleigh Fading
channel, Discrete Cosine Transform, Additive White Gaussian Noise (AWGN).
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1. Introduction

Orthogonal Frequency Division Multiplexing (OFDM) is a multicarrier transmission
technique which is widely adopted in different communication applications. OFDM prevents
Inter Symbol Interference (1SI) by inserting a guard interval and mitigates the frequency
selectivity of a multi-path channel by using a simple equalizer. This simplifies the design of
the receiver and leads to inexpensive hardware implementations. OFDM has been employed
in diverse wired and wireless applications. For instance, in digital audio and video
broadcasting[1], digital subscriber lines using discrete multi-tone [2], the wireless LAN
systems such as, IEEE802.11, HIPERLAN and MMAC]I 3], wireless broadband service[4] and
also is a strong candidate for next generation cellular systemg[5].OFDM systems have the
inherent problem of high Peak to Average Power Ratio(PAPR). Peak power level of an
OFDM signal is much higher than the average power due to addition of large number of
subcarriers in phase. A large PAPR brings disadvantages like an increased complexity of the
Analog — to — Digital (A/D) and Digital — to — Analog (D/A) converters and a reduced
efficiency of the RF power amplifier. There have been two sorts of approaches to deal with
PAPR of OFDM, one includes amplitude clipping [6], clipping and filtering [7], coding [8],
active congtellation extension (ACE) [9]; and the other one, which can be regarded as
multiple signal representation technique, contains partial transmit sequence (PTS) [10],
selected mapping (SLM) [11], erasure pattern selection (EPS) [12] and interleaving [13]. The
latter type is also called probabilistic method, and attracts most of the attention. The character
of this kind of methods is not to eliminate PAPR completely, but to reduce the probability of
its occurrence.

In this paper, we proposed a technique to reduce PAPR in OFDM system using Inverse
Discrete Cosine Transform IDCT scheme. The kernel concept of the proposed scheme is
based on the ability of IDCT transform to rearrange the energy of signal in closed levels in
time domain ,and the signal completely de-correlated in transform domain [14]. At the same

42



Thi-Qar University Journal for Engineering Sciences, Vol. 1, No. 2

time, the proposed scheme greatly reduce the Peak to Average Power Ratio and the system as

character of low complexity hardware and without transmitted side information.

2. Fundamentals of OFDM system

An OFDM symbol consists of N subcarriers by the frequency spacing of Af. Thus, the
total bandwidth B will be divided into N equally spaced subcarriers and all the subcarriers are
orthogonal to each other within a time interval of length T=1/Af .Each subcarrier can be
modulated independently with the complex modulation symbol X.,,, where m is a time index
and n is a subcarrier index. Then within the time interval T the following signal of the m-th
OFDM block period can be described by equation [15]:

X (t)—J—a X a0, (t- mT) ()

Where, gy(t) is:
exp(j2anAf),  O<t<T

On(t) =

0] dsewhere

Thetotal continuoustime signal x(t) consisting of all the OFDM blocks is given by:

1 gy
X(t):—Na a Xm,ngn(t_ mT) ()]

m=0n=0

Consider a single OFDM symbol, since m=0 and X, can be replaced by X, .Then, the OFDM

signal can be described as follows:

1 "% —
X(t) =—Na X, e (3
n=0
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If the bandwidth of the OFDM signal is B=NxAf and the signal x(t) is sampled by the
sampling time of At=1/B=1/(NAf), then the OFDM signal in discrete time form can be written

as.

20kn/ N
a X,e k=0,1,2,......... ,N-1 (4)

\/,
where, n denotes the index in frequency domain and X, is the complex symbol in

frequency domain. Furthermore, equation (4) can be expressed using the IFFT [16].

Figure (1). shows a typical system block diagram of an Basic OFDM system. The serial input

data stream is converted to N parallel subchannels and mapping with a selected modulation

scheme, resulting in N subchannels containing information in complex number form.

Transmitter side

Seria Input Data

—* SIP j Mapper j IFFT j |Stl:era:/21 j D/A > up

. Converter
Insertion

Chann€

Receiver side

Serial Output Data

<+— PIS <: S <: FFT <: |Stlcjera:/21 <: A/D ¢ Down

Removal Converter

Figure(1). Block diagram of the basc OFDM system.

These complex values are then sent to the N channel IFFT. The paralel signas are
converted back to a serial sequence by using a P/S device. A guard interval is inserted to
reduce the effect of 1Sl caused by multipath propagation. Finally, the signal is converted to
analogue signal and converted back up to a form suitable for transmission. At the receiver, a

reverse procedure is used to demodulate the OFDM signal.
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3. PAPR in OFDM system
Consider an OFDM with N sub carriers. Each OFDM block(OFDM symol), x(t), O<t<T,
consists of N complex base band data Xo X1 X2 yevvvvenns ,XN-1 carried on the N subcarriers

respectively for a symbol period of T. According to eg.(4), the peak instantaneous power is.

Pmax = max|x(t)|” (5)

t[0T)

An OFDM symbol sequence can be represented by x(t), x(t+T), ....... , X(t+mT), ...
The average power of OFDM symbol sequence as following:

N-1
PaV(X g, X1 X yevereven X ) = 58 El%|°] (6)
k=

0

Where E[|X, |2] is the expected value of |x, |2 . The PAPR of the OFDM symbol x(t) is:

i max|x(0)
PAPR = mas = o, (7
PaV(XO!Xla ------ 1XN-1) ié E[|Xk|2]
N =0

If the power of input signal is standard; i. e. the E[|xk|2] =1;then:

2

1 %t i2pnk
—a X.e "

IN i

max|x(t)|2 = max £N (8)

t1[0,T) ti[0.T)

Asaresult, the PAPR value is not larger than the number N of sub carriers, e.g. the peak
power value of OFDM signals is N times larger than its average power. So, the maximum of
PAPR equals to N. With the increase in the number N of sub channels, the maximum of
PAPR increases linearly. This makes high demands on the linear range of the front-end
amplifier in sending side.

Although the probability of largest PAPR islow, in order to transfer these high PAPR of
OFDM signal with non-distortion, all the linearity of the HPA in sending side, the front-end
amplifier and A/D converter should meet the high requirement. But these equipments meeting
the high requirement are expensive. Therefore, it is necessary and important to reduce PAPR
in OFDM system.
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4. Distribution of the PAPR in OFDM system
For an OFDM signal with N subcarriers, the PAPR can be defined as[ 17].

PAPR = max|x(t)]
Elxt)[° ©)

In particular, a base band OFDM signal with N subchannels has maximum PAPR equal[18] :

PAPRmax=10logio(N) (20

For M-PSK modulation, there are only M? sequences having maximum PAPR equa to
10log( N) as described in [18]. This means, the number of sequences that gives very high
PAPR is not very high (for BPSK M=2 then only 4 sequence from 2" have maximum PAPR
equal 10log(N)). If the number of subchannels increases, the ratio of the sequence ( R ) that
gives so much PAPR and all distinct sequences decreases rapidly. The overall number of
distinct sequences for the N subcarriers OFDM system with M-PSK is M. Thus the ratio can
be obtained by equation (11) as:

M 2 )
R: :MZN (11)

N

From the central limit theorem, it follows that for large values of N (N>64), the real and
imaginary values of x(t) become Gaussian distributed. Therefore the amplitude of the OFDM
signa has Rayleigh distribution, with a cumulative distribution given by F(z)= 1- €. The
probability that the PAPR is below a threshold level can be written as:

P(PAPR< 2) =(1-€?)" (12)

The Complementary Cumulative Distribution Function (CCDF) of PAPR of an OFDM is
usually used, and can be expressed as.

P (PAPR > PAPR,) =1- ( 1— €™M (13)
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Where PAPR, is the threshold power (dB).
This theoretical derivation is plotted against smulated values in Fig.(2) for different
values of N.

o

o©
=)

I
IS
T

P (PAPR > PAPRO)
o
T

o©
w
T

o 2 4 6 8 10 12 14 16 18 20

PAPRo(dB)

Figure(2). CCDF for different values of subcarriers.

5.IDCT — OFDM proposed technique

Discrete Cosine Transform (DCT) used in most digital signal processing such as digital
image processing. The most common DCT definition of a 1-D sequence of length N is:-

p (2 +1u
o)

Xoer (U) =@ (u)g x(i)co N (14)

i=0

foru=0,1,2,.....,N-1.
Similarly, the inverse transformation IDCT is defined as:

X() =a (WA Xoer (U) 0O

u=0

p(2i +1)u
S(T) (25

For i=0, 1, 2,....., N-1.In both equations (14) & (15).
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1. 1 for u=0
a(u)=i 2
T N foru£0

In this paper ,Inverse Discrete Cosine Transform (IDCT) is cascaded after IFFT to insure
the required redistribution power of subcarriers. The orthogonality of subcarriers in OFDM
signal maintained because of the orthogonality and decorrelated property of IDCT [19]. The
original signal can be resumed if DCT is inserted before FFT. DCT-OFDM system block is
shown in Figure(3).

Serial BPSK N N
Input —» SP Y Mapping \ IFFT \ IDCT
Data
\ 4
AWGN and Rayleigh
Fading Channel

Serial 1 BPK 1 1

Output -] P/S \ Demapping FFT | DCT <

Data

Figure (3). Block diagram of proposed scheme.

6. OFDM simulation model

The model of DCT-OFDM transmitter and receiver was made in MATLAB 7.6
(R2008a) octave codes. For al simulated tests, the IEEE 802.11a as standard wireless LAN
OFDM system is used with 640 K symbols.

IEEE 802.11a used as Wireless LAN communication system. The IEEE 802.11a
standard specifies an OFDM physical layer (PHY) that splits an information signal across 52
separate subcarriers to provide transmission of data at a different rate. Four of the subcarriers
are pilot that the system uses as a reference to disregard frequency or phase shifts of the signal
during transmission. A pseudo binary sequence is sent through the pilot subchannels to
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prevent the generation of spectral lines. The remaining 48 subcarriers provide separate
pathways for sending the information in a parallel fashion. The resulting subcarrier frequency
spacing is 0.3125 MHz (for a 20 MHz) with 64 possible subcarrier frequency. Binary Phase
Shift Keying used as a modulation technique. A 64-point |FFT is used, the coefficients 1 to 26
are mapped to the same numbered IFFT inputs, while the coefficients —26 to —1 are copied
into IFFT inputs 38 to 63. The rest of the inputs, 27 to 37 and the 0 (dc) input, are set to zero.
This mapping isillustrated in Figure (4).

Null g g
w —1 1 L
2 2 ——
#H —
46 26 6 [
27 27—
Null Output
Null IFFT utputs
Inputs Null I Time
Freguency Null — 37 7 Domain
Domain #26 — | 38 38
#2 T 62 62 [
#1 — | 63 63 [

Figure(4).Inputs & outputsof IFFT in 802.11a system.

7. Results and discussion

Figure(5) shows the normalized output power of the proposed OFDM system with and
without IDCT technique. From this figure, it is clear that IDCT reduces maximum power.
This result because of IDCT rearranges power distribution of subcarriers.

There are many methods to reduce the PAPR problem of OFDM system .Clipping method
consider the easy method for reduction PAPR. We will compare PAPR performance of
conventional OFDM , Clipping Method and IDCT-OFDM. The best way to compare these
techniques is Complementary Cumulative Distribution Function CCDF as shown Figure(6).
IDCT-OFDM exhibited more reduction in PAPR compare with Clipping method. The
simulation parameters of Clipping method chosen to ensure that it gave similar BER
performance of IDCT-OFDM in receiver side. From Figure(6),the PAPR of IDCT-OFDM
systems can be reduced about 6dB compared with convention OFDM and about 3dB less than
clipping methods.
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Figure(5).Normalize power for OFDM with and without IDCT technique.

CCDEF plots of PAPR from an IEEE 802.11a Tx with BPSK modulation with and without using IDCT
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Figure(6).CCDF Comparison between clipping and IDCT.
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Figure(7).BER performancefor IDCT and clipping method.

Figure (7) shows the BER performance for IDCT and Clipping method when the CCDF
of clipping method is similar to CCDF of IDCT-OFDM method. The similarity can be
achieved when the power threshold is change for suitable value where PAPR, don’t exceed
4dB. The BER in Figure(7) was under AWGN channel environments. The limitation of
Clipping method because of Clipping causes distorting the OFDM signal.
IDCT technique exhibited good performance toward reduction PAPR in transmitter side and
decreasing Bit Error Rate (BER) in receiver side about 1dB less than conventional OFDM as
shown Figure (8).This results because of de-noising property of IDCT[20].

Figure(9) and Figure(10) show the BER performance of OFDM system with and without
using IDCT under static flat fading and selective (2-Taps) noisy channel .1t isimportant to see
that, without channel estimation, data cannot be recovered. IDCT method has no effect on
BER performance compared with conventional OFDM because of the output coefficients of
IDCT orthogonal and the properties of IDCT it seemed similar to properties of FFT in
ordinary OFDM.
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OFDM with and without using IDCT
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Figure(9). Performance of OFDM with and without using IDCT under Rayleigh flat
fading(single-tap) noisy channel.
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Figure(10). Performance of OFDM with and without using IDCT under Rayleigh
selective fading(2-Taps) noisy channel.

8. Conclusions

Inverse Discrete Cosine Transform IDCT cascaded after IFFT exhibited good results
toward reducing PAPR with acceptable performance as compared with clipping method and
conventional OFDM. These results because energy de-compaction property for IDCT in Tx
side and denoising property for DCT in Rx side. The BER performance of DCT-OFDM likes
the performance conventional OFDM under static flat and selective (2-Taps) fading noisy
(AWGN) channel. DCT-OFDM technique is not needed to transmit side information and is
simple hardware implementation (DCT blocks available as IC chip sets). Fore these reasons
DCT-OFDM makes it more applicable.
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Abstract

In this paper a scheme is proposed to improve the Bit Error Rate (BER) performance
for Discrete Multi-Tone (DMT) system in wireless channel. The conventional DMT system is
based on Fast Fourier Transform (FFT). The proposed system is based on Hybrid Multi-
Wavelet Transform (HMWT). The HMWT is mixed between FFT and Multi-Wavelet
Transform (MWT). The Inter-Carrier Interference (ICl) in DMT system due to Doppler
spread is reduced by using Polynomial Cancellation Coding (PCC). Simulation results are
done in three different types of channels: Additive White Gaussian Noise (AWGN) channel,
flat fading channel and selective fading channel. The results show that the PCC-DMT system
based on HMWT achieves better performance than the PCC-DMT system based on FFT and
the PCC-DMT system based on MWT in al channels types.

Keywords. DMT, FFT, Multi-Wavelet Transform (MWT), Hybrid Multi-Wavelet
Transform (HMWT), Polynomial Cancellation Coding (PCC).
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1. Introduction

The major goal of modern communications is the development of a reliable high-
speed wireless communication system that supports high user mobility. The next generation
of wireless systems will require higher data quality than current cellular mobile radio systems
and should provide higher bit rate services. In other words, the next generation of wireless
systems are supposed to have better quality and coverage, be more powerful and bandwidth
efficient, and deploy diverse environments [1]. The ever-increasing demand for wireless and
multimedia applications such as video streaming keeps pushing future wireless local area
network (WLAN) systems to support much higher data rates (100 MB/s up to 1 GB/s) at high
link reliability and over greater distances. Next-generation wireless communication systems
are focused on increasing the link throughput (bit rate), the network capacity, and the transmit
range [2]. A multi-band orthogonal frequency divison multiplexing (OFDM) ultra wideband
system is being considered for the physical layer of the new IEEE wireless persona area
network (WPAN) standard, |IEEE 802.15.3a [3,4]. The standard is targeting high data
transmission rates of 110 Mb/s over 10 m, 220 Mb/s over 4 m and 480 Mb/s over 1 m. The
IEEE 802.15.3a transceivers will be used in portable devices, such as camcorders, and
laptops, as well as in fixed devices, such as TVs and desktops. Therefore the link throughput
(bit rate), the network capacity and bandwidth efficiency are very important issues to be
addressed [5].

DMT is similar to OFDM, with the difference that DMT carries different numbers of
bits on different subchannels. This signaling scheme leads to a better usage of the channel
capacity [6]. DMT systems exploit the capabilities of orthogona subcarriers to cope
efficiently with narrowband interference, high frequency attenuations and multipath fading's
with the help of smple equalization filters [7]. An important feature of DMT is the possibility
to allocate the number of bits per subcarrier according to its corresponding signal-to-noise
ratio (SNR), typically known as bit-loading [8]. To perform bit loading, the SNR of each sub-
channel is estimated during the modem’s training phase. Then, based on the measured SNR,
the appropriate bit loading is assigned to that channel to maximize the modem’s throughput
[9].

The DMT system can be regarded as a filter bank in transmultiplexer configuration
[10-12]. Typically, the filter banks used for this purpose are discrete Fourier transform (DFT)
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filter banks which can be implemented efficiently with the FFT. The filters in these DFT filter
banks provide poor separation between adjacent subchannels [13].

The block diagram of the DMT system is shown in Figure (1). The input data stream
is grouped into quadrature amplitude modulation (QAM) sub-symbols. A complex-to-real
(IFFT) used for modulation is performed to convert QAM subsymbols to real ones.
Then the last samples of each real-valued data vector are copied and prefixed to the
data vector then the parallel to serial converter (P/S) is done for this data. At the receiver,
the channel outputs are converting from serial to paralel (S/P). After removing the
samples corresponding to the cyclic prefix the FFT which acts as the demodulation
operation [14, 15].

.| Constellation | N point .| Add
Input Data Mapping IFFT | Prefix P/S
\ 4
Channel
P Constellation | N point | | Remove J
Output Data Demapping |¢ FET [ Prefix SIP |e

Figure (1). Block diagram of theDMT system.

Many researchers replaced the FFT with wavelet transform (WT) to improve the BER
performance of the DMT system and this DMT is named discrete wavelet multitone
(DWMT). The main difference between ordinary FFT and WT is the FFT uses the sine and
cosine as a basis functions but the WT uses the wavelet function and scaling function as a
basis functions [16, 17].

2. Multi-Wavelet Transform (MWT)

The Multiwavelet (MWT) uses more than one scaling function and wavelet function.
Multiwavelets have some advantages in comparison to scalar ones (ordinary wavelets that
have been mentioned). For example, such features as short support, orthogonaity, symmetry,
and vanishing moments are known to be important in signal processing. A scalar wavelet can
not posses al these properties at the same time. On the other hand, a multiwavelet system can
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have al of these properties smultaneously. This suggests that multiwavelets could perform
better in various applications [18].

For notational convenience, the set of scaling functions can be written using the vector
notationF (t) =[f,(t) f,(t) ... f ()], whee F() is caled the multiscaing
function. Likewise, the multiwavelet function is defined from the set of wavelet functions as
Y (1) = [y () yL@) .y r(t)]T. When r = 1, Y(t) is called a scalar wavelet, or
smply wavelet. While in principle, r can be arbitrarily large, the multiwavelets up to date are
primarily forr = 2[19].

FQ'1)=aH,.KF@"t- K )
k

F(21)=3G..(KF@2"t- k) @
k

Note, however, that H, and G, are matrix filters, i.e. H, and G, are r*r matrices for each

one. The matrix elements in these filters provide more degrees of freedom than a traditional
scalar wavelet. These extra degrees of freedom can be used to incorporate useful properties
into the multiwavelet filters, as mentioned before. However, the multi-channel nature of
multiwavelets also means that the subband structure resulting from passing a signa through a
multifilter bank is different. The two-scale Egs.(1) and (2) can be redlized as a matrix filter
bank (as shown in Figure (2)) operating on r input data streams and filtering them into 2r

output data streams, each of which is down-sampled by a factor of two.

H()

A 4 l’

2V [ Vi T 20 A \
j-1k -1k
Gn — — — —/

" 2V W, o 2A é(n)

Yy

Figure (2). Analysisand Synthesis of a singlelevel DMWT.

|
In the scalar-valued expression V' i , where j refersto the scale, k refers to the trandation,

and | refers to the sub-channel or vector row. It should be mentioned that the term discrete
MWT (DMWT) is the same as MWT since the processing here in discrete form aways.

The multiwavelet have many types and this work deals with a GHM-type constructed by
Geronimo, Hardian and Massopust for their smoothing compared with other types of MWT.

Where H, for GHM system are four scaling matrices Ho, H1, Ho, and H3[20]:
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é 3 4 é 3 0 u 50 0 0 o
é /5 = U é 5 u é U
Ho:éS\/]? 53 l:laleéS\éE 101 szg _iq’ Hszgi Ol;' (©)
e — .= e= 0 0 10/2 €2 H
8 20 10/2§ 820 420 . 024
and four wavelet matrices Gy,G1, Gy, and G3:
e 1 34 e 9 1 €9 31 e .1
€ 20 u € 20 u € 20 u € 95 U
G=e 2 Wohg=e X 2 c=e® W% = D 4 @
e - =4 e_— ou e — .= U é&—— Qi
80/2 10 @ & 10/2 a 80/2 1040 6 10/2 ¢

2.1 Preprocessing
The low pass filter H and high pass filter G consist of coefficients corresponding to
the dilation Eq.(1) and wavelet Eq.(2). But, in the multiwavelet setting these coefficients are r
by r matrices, and during the convolution step they must multiply vectors (instead of scalars).
This means that multifilter banks need r input rows. Herer = 2 and two data streams will be
used as inputs to the multifilter. An Over-Sampling Scheme (repeated row) will be used
because its convenient to the case of one-dimensional signal [19], where the input length 2
vectors are formed from the original signal as
Vo :glg,kgzé Xy U
ek @ Xil

For the GHM casea = 1/ V2, where « is the preprocessing factor.

k=01L,N-1 ©)

3. Polynomial Cancellation Coding (PCC)

Polynomia cancellation coding (PCC) is a coding method in which the information to
be transmitted is modulated onto weighted groups of subcarriers rather than onto individual
subcarriers.

In Ref. [21] an OFDM system is designed with PCC where the high-speed data to be
transmitted is divided into n lower speed parallel channels. The data in the K" parallel channel
in the i™ symbol period is represented by dy;. This will in general be a complex value. The
data values dy; ... dn.1; determine the values 8g; ..... an.1; Which modulate the N subcarriers
in the i symbol period. For normal OFDM n =N, and & ;= dx; ; one data value is used to
modulate each subcarrier. With PCC, the data to be transmitted is mapped onto weighted

groups of subcarriers. For example, to apply PCC to pairs of subcarriers, the subcarriers in
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each pair must have relative weightings +1 and —1. In this case n =N/2. The first data value in
each symbol period is used to modulate the first two subcarriers: ag;= dp; , 81= -do; -

The demodulated subcarriers are then weighted and added to generate the data
estimates Vi ... Vp.1j. For a pair of PCC-OFDM subcarriers zoyi , Zow+1i an estimate is

calculated using Vi (ZZM,i _22M+1,i)/2 [22]

4. Proposed PCC-DMT system based on HMWT

The HMWT is a combination between FFT and MWT and therefore it has al the
advantages of the FFT and MWT. Since the MWT is the same as WT but with two wavelet
functions and two scaling functions and that leads to enhance the BER performance of DMT
system in AWGN flat faded channel. In selective fading channel, the MWT gives worse BER
performance in comparison to FFT since the BER is constant at certain signal to noise ratio
(SNR) and gives a straight line but that does not happen in FFT and therefore the FFT will
increase the orthogonality of MWT filters in HMWT.

The procedure steps to obtain on HMWT are:
Sep 1: Apply the two dimensional FFT on each scaling matrix H and wavelet matrix G given
in Egs.(1) and (2) respectively. Assume Y any matrix (scaling or wavelet), then the two
dimensional FFT for this matrix can be denoted by Z as.

; ZTpi(r- 1)(ky-1) - 2M_|Di(s_ (kz-1)

N M
Z(k,,k;)=a @ Y(r,s)e e ©)
r=1 s=1
where N is the number of elements in each row and M is the number of elements in each
column (here N=M=2) andk, =k, =12.
Sep 2: Multiply the Z matrix which is calculated from step 1 with itself for two times by
using corresponding elements multiplication method as shown in the following steps:

a) Change the dimensions of the Z matrix from 2* 2 to 4*4 as shown:

éz, 0 0 0

z=g® P .80 m 00
gzﬂ 0 @0 0 z, O

e
éo 0 0 Zzzu

(7)

ey e Y ey ey e’

b) Multiply the Z matrix in EQ.(7) by itself for two times, and assume F is the result of
multiplication, then:
F=2Z*Z*Z
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6, 0 0 00
¢ 3 u
F=60 Z 03 94 (8)
€0 0 1z, O0U
é u
60 0 0 z,4
¢) Change the dimensions of the F matrix in Eq.(8) from 4*4 to 2* 2 as shown:
éfll 0 0 Ou
g0 f, 0 03:>F _éfy  fu ;
%O 0 f, 04 éfx fzzH ©
u
eO 0 0 fug

Where f; =z fori=j=1, 2.

Sep 3. Apply the two dimensional IFFT on the matrix F in Eq.(9). Assume F is the two
dimensional IFFT for matrix F and calculate using Eq.(10):

- 1 & ¢ 2L 1)(k- 1) 2Pl(s- 1)k, 1)
F(r,s)=——a a F(k.k,)e e (10)
N k =1k, =1
Applying the steps 1-3 on all scaling matrices H and wavelet matrices G to obtain new
GHM multifilter bank. Assuming the hybrid four scaling matrices that corresponding to GHM

system are Ao, A1, Az, and Ag then:

_61.0023  1.0850 U A= €0.9705 0.81000
& 05619 - 0.6348” ! 810091 116504 an
A = é 0 0 A = 0 Ol:|
§.1519 - 01384” ! & 0.1250%10*° Of
and hybrid four wavelet matrices By ,B; , B2, and B3
B, _¢ 00481 - 007800  _¢13120 -16423)
°~€00486 00788 ' ' & 15089 1.2150 Y 12
é1.0631 - 0.9689( é- 0.8750*10°° OU
B, = Q. B.=é L
€.0739 - 0.9788Y & 0.8839*10*% 0O

As in MWT the coefficients are r by r matrices, and during the convolution step they
must multiply vectors (instead of scalars). This means that hybrid multifilter banks need two
data streams and therefore a repeated row will be used. Because of the repeated row is formed
input length 2 vectors from the original signal by dividing on a ; a istaken equal to -1 in the
proposed system to perform the repeated row and PCC in the same time.
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5. Simulation results

Matlab 2009a is used to compute the BER performance of the proposed system. The
number of subcarriers taken (the number of FFT points) equals to 64. Three types of channels
are used: The AWGN channel, AWGN with Raleigh flat fading channel and AWGN with
Raleigh selective fading channel. The results show that the BER performance for proposed
system in AWGN with Raleigh flat fading channel for different Doppler frequency shift (5
and 500) Hz. Also the results show that the BER performance for proposed system in AWGN
with Raleigh selective fading channel for different Doppler frequencies shift (5, 100 and 500)
Hz, path delay (1, 2 and 8) samples and attenuation of the second path gain (-8 and -11) dB.
In al schemes, the uniform bit-loading across the subchannels with number of bits (b) = 64.

The BER performance for proposed system compared with different DMT systems

based on FFT, MWT and HMWT. In DMT system that based on MWT or HMWT, a =1//2
but in PCC-DMT system that based on FFT, MWT or HMWT,a =-1.

5.1 Performance of the proposed system in AWGN channel

As shown in Figure (3) the gain a BER :10-3 is about 4.145 dB when using DMT
system based on HMWT as compared with the DMT system based on MWT. The gain of
DMT system based on HMWT is 22.584 dB as compared with the DMT system based on
FFT. The gain for PCC-DMT system is about 0.5 over the DMT system without PCC and for

al transforms.

5.2 Performance of the proposed system in flat fading channel
Figure(4) shows the BER performance for the proposed system in AWGN with

Raleigh flat fading channel at Doppler frequency shift = 5 Hz. At BER :10-3, the gain is
about 4.477 dB and 22.41 dB when using DMT based on HMWT system as compared with
the DMT system based on MWT and the DMT system based on FFT respectively. The
performance of proposed system is nearly the same performance of DMT system based on
HMWT but it given gain about 3.683 dB and 21.81 dB as compared with itself when it's
based on MWT and FFT respectively.

Figure(5) shows the BER performance for the proposed system in AWGN with
Raleigh flat fading channel at Doppler frequency shift = 500 Hz. The gain between al
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systems in this Figure is nearly the same gain that obtained in Figure(4). but the BER
performance in Figure(4) is better than the BER performance in Figure(4). with gain about 4
dB for all systems.

5.3 Performance of the proposed system in selective fading channel

Figures(6) and (7) show the BER performance for the proposed system in AWGN
with Raleigh selective fading channel at Doppler frequency shift = 5 Hz, path delay = 1 and 2
samples respectively and attenuation of the second path gain = -11 dB. In Figure(6), at BER

-10°, the gain is about 3.938 dB and 22.298 dB when using DMT based on HMWT system
as compared with the DMT system based on MWT and the DMT system based on FFT
respectively. The performance of PCC-DMT system based on HMWT is nearly the same
performance of DMT system based on HMWT but the first system given gain about 3.566 dB
and 22.01 dB as compared with itself but when it is based on MWT and FFT respectively.
The gain between all systems in Figure(7). is nearly the same gain that obtained in Figure(6).
but the BER performance in Figure(6). is better than the BER performance in Figure(7).
because the path delay isincreased from 1 sample to 2 samples.

Figures(9) and (10) show the BER performance for the proposed system in AWGN
with Raleigh selective fading channel at Doppler frequency shift = 500 Hz, path delay = 1 and
2 samples respectively and attenuation of the second path gain = -11 dB. The gain between all
systems in Figures(9) and (10) is nearly the same gain that obtained in Figures(6) and (7) but
the BER performance in Figures (9) and (10) is increased due to increase the Doppler
frequency shift to 500 Hz.

Figures (8) and (11) show the BER performance for the proposed system in AWGN
with Raleigh selective fading channel at different Doppler frequency shift = 5 Hz and 500 Hz
respectively ,path delay = 8 samples and attenuation of the second path gain = -8 dB. The gain
between all systems in these figures is nearly the same gain that obtained in Figures(6) and (9)
respectively but the BER performance in Figures(8) and (11) is not better than the BER
performance in Figures (6) and (9) respectively because the attenuation of the second path
gain isincreased and that lead to decrease the BER performance.
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6. Conclusions
In this paper a proposed transform HMWT is used based on both FFT and MWT. The
reason of using the FFT for GHM multiwavelet filter banks is to increase the orthogonality of
these filters where the orthogonality will increase on the rows and columns and that leads to
more orthogonal filters. FFT were taken for each GHM filter bank then multiply the result
with itself for three times to obtain best results as in wavelet transform when taken more level
of decomposition that gives best results. The comparison between the BER performance for a
proposed system and other systems is taken for three different types of channels. Simulation
results of PCC-DMT system based on HMWT show a good SNR gan improvement
compared with DMT system with and without PCC and either based on FFT or MWT.
Many techniques can be used as future work to increase system performance such as

channel coding, channel equalization and using multi FFT.
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Figure (3). Performance of different types of multi-carrier
system under AWGN channel.



Thi-Qar University Journal for Engineering Sciences, Vol. 1, No. 2

‘ R\
e IR X B\
@ N\ \
10° Y
S —— FFT \
& S —B—HvwT WY
10° \ —K— MWT O
b —&— PCC-FFT
—E&— PCC-HMWT
0 PCC-MWT
0 5 s 10 15 20 25 30
< SNR >

Figure(4). Performance of different types of multi-carrier system under AWGN channel

with flat fading channel at Doppler frequency shift =5 Hz.

10°

4
WA

107 =Tk

oy Ty
R e

— P —— FFT \
i&\ : —p— HMWT A4
4 [ —A— MWT \

BER
.eéaé
"
o
-

10
—&— PCC-FFT
—E— PCC-HMWT =7
PCC-MWT

5 %0 3 15 20 25 30 35

10°
0

Figure(5). Performance of different types of multi-carrier system under AWGN channel

with flat fading channel at Doppler frequency shift = 500 Hz.

65



Thi-Qar University Journal for Engineering Sciences, Vol. 1, No. 2

10

[y
10 x‘%k
107 b * %
= R ¢ S\
v X\ ¥
o } k \\
10" = X
* N
\N— —— FFT
=
=P —P— HMWT \\
10" 1 —A— MWT \
“F —&— PCC-FFT V
PCC-HMWT
PCC-MWT
10'5 [ I
0 5 19 15 20 25 30 35
<> SNR
B — ]

Figure(6). Performance of different types of multi-carrier system under AWGN channel

with selective fading channel at Doppler frequency shift =5 Hz, path delay = 1 sample

and attenuation of the second path gain =-11 dB.

o
L
[as] N
3 %
10 T —r
i I
— —— FFT 3
"> ‘\ —p— HMWT \
10 \ f— MWT E%
M —&— PCC-FFT
PCC-HMWT
Lo® PCC-MWT
0 5 g ;0 15 20 25 30 35
: SNR S

Figure (7). Performance of different types of multi-carrier syssem under AWGN channel

with selective fading channel at Doppler frequency shift =5 Hz, path delay = 2 samples

and attenuation of the second path gain =-11 dB.

66



Thi-Qar University Journal for Engineering Sciences, Vol. 1, No. 2

BER

10

10™

107 Ry
N
\&
L\ O\
10° \
)‘\‘ i A ‘\ \
\ud —— FFT i:
% —p— HMWT \
107 —A— MWT \ §7
= —&— PCC-FFT Foo
—&— PCC-HMWT
PCC-MWT
10'5 I i
0 5 10 15 20 25 30 35
<<— >
< SNR >
N Vel

Figure (8). Performance of different types of multi-carrier system under AWGN channel

with selective fading channel at Doppler frequency shift =5 Hz, path delay = 8 samples

BER

10°

10

10°

4]

10

10

10°

and attenuation of the second path gain = -8 dB.

R BX
%* RS
AW ii \
.
ﬂ::ﬁ' A
—— FFT N\
\ —p— HMWT
=" —f— MWT
P —&— PCC-FFT S
—E&— PCC-HMWT v 4
PCC-MWT
I [
0 3 10 15 20 25 30 35
j 2 SNR -

Figure (9). Performance of different types of multi-carrier system under AWGN channel

with selective fading channel at Doppler frequency shift =500 Hz, path delay = 1 sample

and attenuation of the second path gain =-11 dB.

67



Thi-Qar University Journal for Engineering Sciences, Vol. 1, No. 2

10

10" :"ék

10°

Tj/:

—F— FFT B
—P— HMWT
—A— MWT
—&— PCC-FFT

PCC-HMWT

10"

V)
b

_
P

PCC-MWT
10 :
0 < >]10 15 20 25 30
<

SNR

Figure (10). Performance of different types of multi-carrier system under AWGN
channel with selective fading channel at Doppler frequency shift =500 Hz, path delay = 2
samples and attenuation of the second path gain =-11 dB.

10°

10

2 PR EX
107 G = 4
:R u‘ &\g
@ X
10° ‘ ‘
—
\ A —— FFT |
| I \
y v \ —P— HMWT
10 = = —k— MWT
- X —&— PCCFFT na
PCC-HMWT
PCC-MWT
10° T T
0 5 1 15 20 25 30 35
<> SNR
< >

Figure (11). Performance of different types of multi-carrier system under AWGN
channel with selective fading channel at Doppler frequency shift =500 Hz, path delay = 8
samples and attenuation of the second path gain = -8 dB.

68



Thi-Qar University Journal for Engineering Sciences, Vol. 1, No. 2

7. References

[1] Alamouti, S.M., October 1998, "A Simple Transmit Diversity Technique for Wireless
Communications' , |IEEE J. Selected Areain Communication ,Vol. 16, No. 8, pp. 1451-
1458.

[2] Rahn, D.G., Cavin, M.S,, Dai, F.F., Fong, N.H.W., Griffith, R., Macedo, J., Moore,
A.D., Rogers, JW.M., and Toner, M., 2005, "A Fully Integrated Multiband MIMO
WLAN Transceiver RFIC" |IEEE J. Solid-State Circuits,Vol. 40 ,No. 8 ,pp. 1629-1641.

[3] Foerster, J., 2003, "Channel Modeling Sub-Committee Report Final" ,Technical report
,IEEE802.1502/490.

[4] Balakrishnan, J.,, Batra, A., and Dabak, A., 2003, "A Multi-Band OFDM System for
UWB Communication™ ,in: IEEE Conference on Ultra Wideband Systems and
Technologies ,University of British Columbia,Vancouver ,Canada ,pp. 354-358.

[5] Shin, O.S,, Chan, A.M., Kung, H.T., and Tarokh, V., July 2007, "Design of an OFDM
Cooperative Space-Time Diversity System” ,|IEEE Trans. Vehic. Technol ,Vol. 56 ,No.
4,  pp.2203-2215.

[6] Bengtsson, D., and Landstrom, D., 21 February 1996, "Coding in a Discrete Multitone
Modulation System” , M.Sc. Thesis,Lulea University of Technology ,Sweden.

[7] Muhammmead, F.S., Baudais, J.Y., Helard, J.F., and Crussiere, M., April 2008, "Coded
Adaptive Linear Precoded Discrete Multitone Over PLC Channel” ,IS-PLC’08.

[8] Lee, S.C.J, Breyer, F., Randel, S., Cardenas, D., Boom, H.P.A., and Koonen, A.M.J,,
17 June 2009, "Discrete Multitone Modulation for High-Speed Data Transmission Over
Multimode Fibers using 850-nm VCSEL" ||IEEE standard ,Eindhoven University of
Technology.

[9] Mireles, F.R., Aldrubi, Q., Heidari, S., and Sevalia, P., 11 October 2002, "The Benefits
of Discrete Multi-Tone (DMT) Modulation for VDSL Systems" ,Version 1.4, available
at http://www.analogzone.com/nett0722. pdf

[10] Akansu, A.N., Duhamel, P., Lin, X., and Courville, M.D., April 1998, "Orthogonal
Transmultiplexers in Communications: A review" ,|IEEE Trans. Signal Processing ,Vol.
46, No. 4, pp. 979-995.

[11] Vaidyanathan , P.P., 1993, "Multirate Systems and Filter Banks' ,Englewood Cliffs,
NJ: Prentice-Hall.

69


http://www.analogzone.com/nett0722.pdf

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

Thi-Qar University Journal for Engineering Sciences, Vol. 1, No. 2

Vandendorpe, L., Cuvelier, L., Deryck, F., Louveaux, J., and Wiel, O.V., April 1998,
"Fractionally Spaced Linear and Decision Feedback Detectors for Transmultiplexers'
,|[EEE Trans. Signal Processing ,Vol. 46 ,No. 4 ,pp. 996-1011.

Rizos, A.D., Proakis, J.G., and Nguyen, T.Q., November 1994, "Comparison of DFT
and Cosine Modulated Filter Banks in Multicarrier Modulation”, In Proccessing of
Globe communication, pp. 687-691.

Vanbleu, K., Ysebaert, G., Cuypers, G., Moonen, M., and Acker, K.V., June 2004, "
Bitrate-Maximizing Time-Domain Equalizer Design for DMT-Based Systems' ,|IEEE
Transactions Communications, Vol. 52, No. 6, pp. 871-876.

Wang, B., and Adali, T., 2000, " Time-Domain Equalizer Design for Discrete
MultiTone Systems’ ,University of Maryland ,Baltimore County ,pp. 1080-1084.
Tzannes, M.A., April 1993, "System Design Issues for the DMWT Transceiver" ,ANSI
Standard Committee T1E1.4, pp.93-100.

Mustafa, S. A., and Hikmat, V. E., 2009, " Performance Evaluation of DWMT
Downlink Scheme over UTP-3 Cable" ,Faculty of Electrical Engineering ,University
Teknology Malaysial ,Vol. 11 ,No. 2 ,pp. 20-26.

Strela, V., June 1996, "Multiwavelets:. Theory and Applications’ ,Ph.D. Thesis
,Massachusetts I nstitute of Technology ,Cambridge.

Al-Taai, H.N., "Optical Flow Estimation Using DSP Techniques' ,Ph.D Thesis,
University of Technology, Iraq, April 2005.

Strela, V., and Walden, A.T., 1998, "Orthogonal and Biorthoganal Multiwavelets for
Signal Denoising and I mage Compression” ,Proc.SPIE ,Vol. 3391 ,pp107-96.
Armstrong, J., Grant, P.M., and Povey, G., Novmber 1998, "Polynomial Cancellation
Coding of OFDM to Reduce Intercarrier Interference Due to Doppler Spread” ,In Proc.
of IEEE GLOBECOM 98 ,Sydney ,Australia ,pp. 2771-2776.

Sentu, J., and Armstrong, J., June 2003, "Effects of Phase Noise on the Performance of
PCC-OFDM Systems' ,|EEE Trans. Broadcast ,Vol. 49 ,pp. 221-224.

70



Thi-Qar University Journal for Engineering Sciences, Vol. 1, No. 2

Kinematic Analysisof Bicycle Pedaling
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Abstract

In this study, the kinematic equations are derived to describe the angles, velocities, and
accelerations of the leg of bike rider when changing the height and angle of seat tube. These
equations are useful to get the optimum seat postion, (in separated study), for best
performance and efficiency.

The pedaling motion model was simulated as four-bar mechanism (the foot was not
considered), and by using polar form of complex number notation to get the kinematic
equations. These equations are agreed with MATLAB/Simulink/SimM echanics/Four-Bar
Model, as well as, the graphical method. The derived equations (kinematic equations) can
describe the crossed and open four-bar mechanism.

Key Words: Bike Fit, Pedaling , Kinematic Equations, Four-Bar Mechanism.
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1. Introduction

Correct body position on the bike (i.e. equipment configuration, seat tube angle,
correct seat height and the foot placement on the pedal ) are all interrelated and are
collectively known as the bike fit. For this reason, the bike fit has the outcome of proper
muscle recruitment, achievable pedaling rate, power and ultimately maximum pedaling
efficiency[1]. Where the pedaling efficiency is the difference between the human power
expanded and the actual power delivered to the road. The maximum efficiency can be attained
through training of proper pedaling technique and also through a proper bike fit to maximize
joint angles of individual [2].

The bike fit adjusts the angles of the 'lever' of the hip, knee and ankle joints as they relate to
the foot-to-pedal interface to achieve the overall performance objective. An improper bike bit
will result in reduced efficiency through less than optimal muscle recruitment (improper
angles of the levers and potentially, in serious cases, injuries could result from an improper
bike fit). Finally, the bike fit must always begin with the individual assessment (i.e. goals,
fitness level, biking experience, flexibility, body measurement) then adjust/fit bicycle to the
individual, being sure not to make the common mistake of fitting the individual to the
bicycle[3]. Following isalist of bike fit adjustment/ variables [4]:

1- Seat tube angle-correct hip lever angle.

2- Seat height-achieve optimal performance height and angle of hip lever.

3- Seat position fore/aft-get knee directly over pedal and correct knee lever angle.

4- Adjustment of shoe cleats-correct knee and ankle lever angle.

5- Handle bar height, reach and size-maximize hip flexor/extender angle. Correct back
and shoulder positioning for comfort and aerodynamics.

6- Foot placement on pedal-correct ankle lever angle at the man/machine interface.

7- Crank arm length- needs to be optimum length for cycling purpose.

8- Power meter technology to assess bike fit- technology of power meters uses
biomechanical technology to assess and improve power and thus performance.
The motion of cycling as if it were the face of clock, beginning at approximately the

11o'clock position[3]:

1- Preparatory phase: 11:00 to 1:00,
2- Power phase: 1:00 to 5:00,
3- Follow through phase:  5:00 to7:00, and
4- Recovery phase: 7:00to 11:00.
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The Preparatory Phase: prepares the leg and foot for the power phase. This phase begins
with the knee in its most flexed position, ready for the push through into the movement phase.
The ankle will tend to go from a slightly plantar flexed position at 11:00 to a nearly neutral at
the 1:00 position.
The Power Phase: during the power phase, hip and knee extension continue, the most
effective force applied is that one which is perpendicular to the crank clearly, the 3:00
position is the peak of the movement phase(when the seat position above the pedal axis).
During this phase, particularly in the lower part of the movement phase knee extension is also
occurring.
The Follow Through Phase: as the pedaling foot is moving from 5:00 to 7:00 in follow
through, both feet are in the least effective position to produce power . The joint action here
is knee flexion, with some slight hip extension and flexion as the foot moves through the
bottom of the circle and begins upward travel and the ankle joint will begin a slight plantar-
flexion, helping to keep applied force as nearly tangential as possible.
Recovery: the primary joint movement at the hip is flexion. Some of the energy expended by
the leg in the power phase will be wasted and used to help push the recovering leg up to the
top of its phase, where knee is flexion and the ankle joint will continue to be slightly plantar-
flexed beginning to move slightly toward neutral. A viewing the motion of pedaling a bicycle
can be simplified by considering only one leg at a time while the opposite leg will be doing
the exact same motions, only in 180 degree opposition. If the right knee is flexing at any
given moment, the left knee will be extending at the same moment. Thus the motion of only
one leg at atime will be considered. The most pedal effective, force applied is that which is
perpendicular to the crank. The ankle joint will ideally remain nearly neutral (pedal level), so
that all force applied through power phase will follow a tangential line, perpendicular to the
crank [1].
2. Literaturereview

There are many researchers who have studied the subjects which related to bicycle as:
Jim M. Papadopoulos [5], studied the bicycle pedaling and the forces which exerted on the
muscles by using two actuators for modeling the real muscles one to move the thigh and
another to move the leg, by used real model as four-bar mechanisms.

Jm M. Papadopoulos, R. Scott Hand and Andy Ruina [6], presented the linearized
equations of motion for lateral motion for a basic bicycle (not for pedaling).

73



Thi-Qar University Journal for Engineering Sciences, Vol. 1, No. 2

D. G. Kooijman, JP.Meijaurd &A.L. Schwab [7], were Studied the bicycle stability by
experimental test by equipped with sensor, data acquisition unit and laptop on the rear rack to
measure forward speed, steering angle, lean rate and yaw rate, where the experimental results
were within the results obtained from the linearized analysis on the simple bicycle model.

Grant Bullock, Davon Cabraloff, Jessica Hickman, Mark Mico, Laura Netcher & Dan
Ward [3] discussed the muscle activity during phases of pedaling. They divided the pedal
stroke into four individual phases of moment and identified the mechanical purpose of each

phase.

3. The goal of this study

The main goal of this study is to derive kinematic equations of pedaling, which will use
to get the optimum seat position. These equations will describe the positions (angles), the
velocities (angular and linear velocities) and acceleration (tangential, radial and linear
accelerations) of the thigh, calf, and crank, when changing angle and height of seat position.

4. Kinematic analysisfor peddling

4.1 Vector position analysis

The vectors loop closes on itself making the sum of the vectors around the loop is zero
[8]:
Rao2t+Rea-Reos-Roso2=2€ro

Substitute the complex number notation for each position vector gives:

6.4
O,

Figure (1). Modeling of pedaling as four-bar linkage.
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ael® + el — cel® —de1fi=7er0 (@0}
where: a, b, ¢, and d are the length of pedaling crank, calf, thigh and ground link

respectively.

02, 03 04 and 61 are the angles of pedaling crank, Calf, thigh and ground link respectively as
shown in figure (1).

0204 : istheground link (isthe link between center of pedal to seat position).

A02Z: ispedal crank link.

BA: isthecalf link.

BO4: isthe thigh link.

0, : isindependent variable.

Euler identity: e=% = (cos @ + jsin 8),

Substitute Euler identity in equation (1) gives:

a(cos o+ sin 6,)+ b(cos O5+] sin 6) - ¢(cos O4+] Sin 0,) - d(cos 6;-] Sinb,)=Zero 2

equation (2) can be separated into its real and imaginary parts and each set to zero:

real part:

a cos O+ b cos 65- ¢ cos 0, - d cos 0, = Zero (©)]
imaginary part:

asnb+ bsnfs-csnb,+dsin 0, = Zero 4
Square both sides of the real and imaginary equations and add them, then arrange, gives:

(cosB,cos8, + sinb, sind,)

= [K;—K,*M=cost, + K, = N=sin, + K, = M =cosf, — K, = N = sinf,] (5)
Where:
M = cosb,, N=sinb,, K =E, K, =2 , K= %
04
) 2tan(=")
o 8iNg, = ——2— 6)
1+(tan(3h)?
0
1-(tan(31))?
andcosf, = —3F— 7)

1+(tan(%2))?

Substituting equations (6) and (7) in equation (5) gives:

7 E;
tan” [?J [Ky —K,*M*=cosf, + K, = N =sinf, +cosb, — K, = M]

g,
+ tan (—‘] [2Sind, + 2K, * N]
5 2
+[Ky—K,*M=cos8, +K,=N=sinf, —cosb, + K, = M| = Zero
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The solution of quadratic is:

J-® £ EF=10)
2% A

E;_ =2 = tan”

Where:

A=[K; — K, *M=* cos 8, + K, * N = sin 8, + cosf, — K, = M|

B=—[25in8, + 2K, = N]

C=[K; —K,* M=cos8, + K, =N #sin 8, — cosb, + K, = M]

The solution for angle &; is essentially similar to that for &,:
Rearranging equations (3) and (4) as follows:

c cos 64 = (acos 6+ b cos 65 - d cos 6,)

csnfs=(asn b+ bsn s+ dsn 6y)

(8)

(9)
(10)

Square both sides of equations (9) and(10) respectively, and add them, then arrange and

substitute the half angle identities will convert the sin 65 and cos 6;termsto tan 03, gives:
e
tan’ [?) [cos6,(1+ Ky* M) —K, =N *sin 6, + K. — K, * M]

-
+ tan I:?”-'J [2K, = N + 25in8,] + [cosB, (K, = M — 1)

—H,#*N=sinb, t K.+ K, =M] =Zero
Where:

g B TL
K, =-, e =—"7""7"7
b o

Zak

The solution of quadratic is:

P GEN GRS

8, =2 =tan”
2% D

Where:

D=[cosB,(1+ K, «M)— K,=N=sinf, + K. — K, = M]
E=—[2K, * N + 25in8,]

F= [cos6,(K, = M —1) — K, = N = sinf, + K, + K, = M]

4.2 Vector velocity analysis

For velocity expression differentiate the equation (1) respect to time, gives:

g, dfz A g

. 8y i g8 i , 48, -

j=rae’®: + jEhel® — TR pel® 4 j i de 2700
dt dt dt

jw,ael® + jw bed — jw,cel%=Zero

Where: ':d—g = zero (because the linkage is stationary).
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a8, g4
And let d—:=cd: . — = un ,and —=w,

dt = dt
Wherethe &; and &, are obtained from position analysis equation (11) and (8) respectively.
Substitute the Euler identity in equation (12), gives:
jwsa(cosB, + jsinB,) + jw b(cos8; + jsinBy) — jw,c(cosB, + jsin8,)=Zero (13
Separate equation (13) into its real and imaginary parts and set each part to zero gives.
real part:

-aw; 9Nnb; - bwz SN O+ cw, Sn 64,=Zero (24)
imaginary part:
aw, Cosh, + bew; Cos 03- ccw,Cos ,=Zero (15)

solving equations(14) and(15) gives:
_ aw, sin (6,—06;)

(g

: b sin(B;—6,) (16)

Y aw, sin(8, — 8;)

T sin(6, — 8;) (17)
“The relative velocity:

Va+ Vga- Vg=7z€ro

Where:
V, = jw,ae®: = aw,(—sin®, +jcos6,) (18)
Vyy = jwgbel® = bea,(—sin By +jcosB;) (29

Vs =jcu;_cefg4 =cay(—sinf, +jcosl,) (20)

4.3 Vector acceleration analysis
Now, differentiating equation(12) versus time to obtain an expression for acceleration in

the linkage gives:

(j'jﬂcﬂgn‘?";g: - j'acrje*"g=)+ (}'Ebcﬂge*{gi - j'bcrge*"gz)- (}'Ecmze*"'gnt —j'ccr;_e*'."g*)ZzerO

Simplifying and grouping terms give:

(}'acr:e*"g= g

Where:

g

— awle’®)+ (jhage’® — bewlel®)- (jea,e’® —cwle!%)=zero (21)

a, = angular acceleration of pedal = ﬂdi (rad/sec).

a5 = angular acceleration of calf = ':di_ (rad/sec).

. . dw
e, = angular acceleration of thigh= —= (rad/sec).

d
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Substituting the Euler identity in each term of equation (21) then collecting all real and all
imaginary terms separately gives:

Real part:
—aa, sinf, —aw? cos B, —bag sinby —bw? cosfy + ca, sinf, - cw? cosf, =
zero (22)
Imaginary part:
ae, Cos8, — aw; Sinf, + ba Cosdy; —bew; Sirfy, —ca, Cosf, + cw? Sinb, =
Zera (23)
Solving equations (22) and (23) smultaneously gives:
R+S—P+U
g = ————————
T OP*T-Q=*5 (24
R+«T —Q*U
a, = —————
PAT—Qr5S (25)
Where:
P=csint,
Q@ = bsinf,
R=aa,sind, +awl cosf, + bw] cosf, — cw] cos G,
S=rccos8,
T = beos 6
U=aa, cosf, — aw; sinf, — bwisin @ + cw;:sin g,
The relative acceleration and linear accelerations are:
Ant Aga- Ag=7€ro
A, = (A5 L A7) = jaa,ei® — awlei®™
=aa,(—sinf, +jcosh,) — awi(cosh, + jsing,) (26)
Ay = (AL + AL) = jea,e’® — cwled®
= ba,(—sinf; +cosf,) — bw; (cosf, + jsinb,) (27)
Aps = (Aps + AR4) ) _
= jbaze’® — bwle’® ca,(—sinf, + jcosh,)
— cw>(cosB, + jsin8,) (28)

Equations (24) to (28) are complete solution for the angular acceleration of the links and the
linear acceleration of the joints in the pin jointed four bar linkage.

5. Results and discussion
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To check the kinematic equations (derived equations) of four-bar mechanisms, an the

example of four bar mechanism modeling was used as shown in figure (2) in MATLAB
Package / Simulink / SimM echanics as shown in Table (1).

Table (1). Specifications of four-bar mechanisms.

Link Length (cm) | Angle (degree) | Note: Consider as
Crank link(Shortest link) 12 60 Pedal of bike

Stationary link(Longest link) 86.7 0.0

Height of seat

Thigh of rider
Coupler link 100 29.52 Calf of rider

Rocker link 60 83.96
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Figure (2). Smulation of four-bar mechanism in MATLAB/Simulink/Sim-mechanics.

By using MATLAB editor to calculate equations (8) and (11), the plot of the angle of
thigh versus the pedal angle, and the angle of calf versus the pedal angle respectively as
shown in figure (3), were coincided with the angles of thigh and calf versus pedal angle
which obtained from four-bar modeling, (where the absolute angle of revoulte motion is
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mapped in angle or scope window(as shown in figure-2) on to the interval -180°, +180°, thus
the angles are modified to be suitable for global coordinates).
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Figure(3). The angles of thigh and calf versus angle of pedal, from derived equations and
four-bar model .

When the derived equations compared with graphical method and with the information of
example of quadric cycle chain [8], the dimensions of four bar chain are given in Table (2).

The derived kinematic equations coincide with result of the example as shown in figure (4),

also .

Link

Table (2). Dimensions of four-bar chain.

Length (cm)

Angle (degree)

Angular velocity(rad/s)

Consider as

Crank link

15

60

10

Pedal of bike

Stationary link

22

0.0

0.0

Height of seat

Rocker link

18

73.76

7.0

Thigh of rider

Coupler link

20

12.39

-2.035

Calf of rider
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Figure(4). Angular velocity of thigh and calf versus angle of pedal.

6. Conclusions

The derived equations in this study can be considered as equations to describe the
kinematic motion of the four-bar mechanism.

The equation (8) has two solutions, obtained from the + conditions on the radical. These
two solutions as with any quadratic equation, may be of three types: real and equal, real and
unequal, and complex conjugate. The complex conjugate solution means that the link lengths
chosen are not capable of connection for the chosen value of the input angle §,. Thus the
links must satisfy the Grashof Condition which satisfies crank-rocker :(length of shortest
link( pedal length) + length of longest link(saddle position) < length of one remaining link
(Thigh length) + length of other remaining link( calf length)).[8]

The real and unequal solution means that there are two values of &, corresponding to any
value of &, these are referred to as the crossed and open configurations of the linkage, asthe
two circuits of the linkage.

Where the minus solution gives &, for the open configuration (which was taken in this

study), and positive solution gives &, for the crossed configuration. Also, the minus solution
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gives 6for the open configuration (which was taken in this study), and positive solution

gives &, for the crossed configuration.
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8. Nomenclature

AD2 Vector of pedal link.

BA Vector of calf link.

EQ4 Vector of thigh link.

0204 Vector of ground link (is the link between center of pedal to seat position).
w5 Angular velocity of pedal link (rad/sec).

g Angular velocity of calf link (rad/sec).

Wy Angular velocity of thigh link (rad/sec).

A7 Normal acceleration of pedal link (m/sec?).

Al Tangential acceleration of pedal link (m/sec?).

AT, Normal acceleration of calf link relative to pedal link (mvsec?).
AL, Tangential acceleration of calf link relative to pedal link (mvsec?).
AZ: Normal acceleration of thigh link (m/sec?).
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AL Tangential acceleration of thigh link (mv/sec?).
108 Linear velocity of pedal link (rm/sec).

s Linear velocity of thigh link (m/sec).

Vaa Linear velocity of calf link relative to pedal link (m/sec).
a, Angular acceleration of pedal link (rad/sec?).
ay Angular acceleration of calf link (rad/sec?).
. Angular acceleration of thigh link (rad/sec?).
a Length of pedaling link (m).

b Length of calf link (m).

o Length of thigh link (m).

d Length of seat tubelink (m).

01 Angle of seat tubelink (degree).

02 Angle of pedaling link (degree).

03 Angle of calf link (degree).

04 Angle of thigh link (degree).
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Abstract

In this study, a numerical investigation of heat transfer and fluid flow a cross circular
and elliptical tube bank has been made then comparisons made between these two types.
The study focus on the effect of Reynolds number and ellipse eccentricity on the Nusselt
number and pressure drop through the tube bank for two arrangements (in-line and
staggered). The results are reported for air and for Reynolds number range of
20<Re<500. The results of the study shows that Nusselt number increased as Reynolds
number increased for all cases. The values of Nusselt number for elliptical tube are higher
than for circular tube for Reynolds number range of 100<Re<500.The pressure drop for
the two arrangements increased as the Reynolds number increases. The elliptical tube
array has batter thermal performance and lower pressure drop than circular tube array .
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1. Introduction

Heat exchangers have been playing a huge role in energy applications. Many studies
have been done to improve the thermal and hydraulic performance of heat exchanger. Austin
et al [1] studied the effect of the entering water jet on the heat transfer coefficient and pressure
drops across of 10-row depth having staggered and in-line tube arrangement. For there study
the heat transfer coefficient was found strongly dependent on the transverse and longitudinal
position of the tube in the first rows.

Fujii et al[2] studies numerical analysis of laminar flow and heat transfer in tube
bank. They solved numerically the two-dimensional Navier-Stokes and enegy equations. The
calculation are carried out for in-line square tube bank up to five rows deep,with pitch —to
diameter ratios 1.5x1.5 under the condition of uniform tube wall temperature for Re= 60,120
and 300. An analogous relation between an in-line tube bank and parallel plates with heat
transfer characteristics is presented.

Ota et al[3] studied the flow in the neighborhood of an elliptical cylinder with an axis
ratio of 0.33 in the Reynolds number range (based on major axis length) from 3.5x10* to
1.25x10°, where a discontinuous variation of both the drag and lift were observed. It is
evidenced that at cross-flow the elliptical tube perform better drag than the circular tube .

Zdravistch et al[4] studied numerically the predication of the laminar and the
turbulent fluid flow and heat transfer in the tube banks .Two tube arrangement investigated
staggered and in-line tube banks. The cell-centred finit-volume algorithm is used to solve the
steady state Reynolds-averaged Navier-Stokes equations. Two-dimensional results include
velocity vectors and streamline, surfaces shear stresses, pressure coefficient distributions,
temperature contours, local Nusselt number distributions and average convective heat transfer
coefficient. These results indicate good agreement with experimental data.

Nishiyama et al[5] investigated the effects of cylinder spacing and angle of attack on
heat transfer for elliptical tube. They found that the angle of attack as wall as the cylinder
spacing influence the local heat transfer coefficient. They concluded that the cylinder spacing
and angle of attack, should be arranged as small as possible to minimize the drag and to
achieve higher heat transfer rate.

Badr[6] conducted a numerical study with a single elliptical cylinder and investigated
the effects of Reynolds number, cylinder axis ratio and the angle of attack on heat transfer.
The Reynolds number (based on the focal distance ) varied from 20 to 500 for a constant
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Prandtl number of 0.7. The axis ratio was varied between 0.4 and 0.9 for zero angle of attack
and for afixed Reynolds numberof 100. In addition, the angle of attack was altered from 0" to
90 for a fixed axis ratio of 0.5 for Reynolds number between 20 to 500.He found that the
maximum Nusselt number occurred at zero angle of attack and the maximum heat transfer at
small axisratio.

Nasibi and Shicani [7] investigated the laminar flow of air around three isothermal
horizontal cylinders in an in-line tube bank. They used a body fitted curvilinear system with
Beam-Wrming numerical method to solve full Navier-Stokes and energy equations. They
study the effects of longitudinal and transverse pitches and Reynolds number ranged 25-2500
on the flow parameters such as streamlines, surface presser, total drag , pressure drag and
friction drag coefficient . They found that the change of longitudinal and transverse pitches
and Reynolds number effects the flow parameters, As longitudinal pitch is decrease, the
wakes behind the cylinder are spread between two roes. The drag coefficient as Reynolds
number increased as the transverse pitch increased.

Harris and Goldschmidt [8] investigated the effect of axis ratio and angle of attack on
overall heat transfer in the Reynolds number range from 7.4x10° to 7.4x10*Both the
Reynolds number and Nusselt number were based on the length of the major axis. They
concluded that an axis ratio of 0.3 or less must be achieved to realize any appreciable change
in heat transfer coefficient greater than 10% over the elliptical tube.

The objective of the present study is to numerically study the heat transfer and fluid
flow across circular and elliptical tube bank then a comparison between the two types.

2. Mathematical for mulation

Both in-line and staggered arrangement are considered for analysis. A total of six
longitudinal rows have been considered. The working media is air of (Pr=0.7). The
arrangements considered in this study are shown in Figures (1) and (2). The comparison is
done by comparing circular array of tube diameter 1 cm with elliptical array. The ellipsoidal
tubes were designed with the ratio of 0.8, 0.6 and 0.4 between the minimum and the
maximum ellipse radius (b and a).Thisratio is ellipse eccentricity (e = b/a). To give the same
heat exchange area for all cases. To simplify the numerical solution and reducing the run time

and due to similarity a heat exchanger module (HEM) consist of two tubes as shown in
figures(1)and (2).
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Figure (1). In-line arrangement of tube array .
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Figure (2). Staggered arrangement of tube array.

The parameters considered for numerical simulation are 20< Re < 500, Pr = 0.7 .Reynolds

number is define as

U
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Where:

%A
=5 @

The flow is fully developed hydrodynamically and thermally. The thermo physical

properties assumed constant and taken at the inlet temperature of the fluid.

2.1 Governing equations

For steady state, two-dimensional, incompressible flow, and constant fluid property, the
governing equations are;
Continuity equation:

E+ﬂ:0 (3)
X T

X- momentum equation:

7 N AQqT2 2 >
L W TP U U

N N2 < I )

Y -momentum equation:

v, Vi TP, eV 1V
+ +
o vl e vl ®)

Energy equation:

T, 0 T, §°T0
c =kgl Lt
S Sl e ©
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2.2.Boundary condition:

2.2.1 Inlet condition
The fluid is assumed to enter with a uniform horizontal velocity, Ui, and temperature of Ti,.

U=Uin, T=Tin, V=0

2.2.2.Symmetry condition
For the top and bottom surfaces of the computational domain excluding the tube surfaces,
symmetry boundary condition is used. The mathematical form of this condition is

U _oyveo M-
oy "0V =0, (=0

2.2.3.Wall condition
At the tube surfaces no slip condition is applied as far as energy equation is consider the
tubeis at isothermal condition:

u=Vv-=0, T=Ty

2.2.2 Outlet condition
Zero diffusion flux implemented for all variables at the outlet boundary.

U _v _ 9T
< 99X 9X

The calculation of Nusselt number for the isothermal boundary condition:

hD,,
K ™

Nu =

Where his given by
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h=— 9
AT, - T,) ©
And
Q= m Cp[Tu(out)-Tx(in)] 9

The governing continuity, fluid flow and energy equations (3-6) along with boundary
conditions are solved simultaneously by using a finite volume method. Steady segregated
solver was used with second order upwinding scheme for the convective terms in the
momentum and energy equations. For pressure-velocity coupling, pressure implicit with
splitting of operators (PISO) scheme was used. A convergence criterion of 1x 10° was
applied to the residual of the continuity and the momentum equations and 1x10” to the
residual of the energy equation.

3. Validation

In order to check the validity of the present work, a comparison is made with [9].
A comparison of the Nusselt number and the pressure drop for the two arrangement in-line
and staggered are made. Circular tube array of six longitudinal rows have been considered
with tube diameter d=1 cm , S,=2 cm and S,=2 cm. Figure (3) shows the comparison
between Nusselt number obtained from [9] with Nusselt number obtained from present
model for staggered arrangement ,from this Figure it can be seen that ,the agreement is
accepted and the average error is 2.6%. From figure (4), it can be observed that the
comparison of the Nusselt number computed from (9) with Nusselt number from present
model for in-line arrangement also with accepted agreement, The average error is 3.6%.
In Figure (5) the comparison of pressure drop calculated from [9] with  pressure drop
obtained from present model for staggered arrangement. The average error is 3.8 %.
The comparison of pressure drop calculated from [9] with pressure drop obtained from
present model for in-line arrangement is shown in Figure(6). The average error is 2.8
%.From the above results it can be concluded that the present model have good accuracy.
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Figure(3). Comparison of Nu of [9] with Nu of present work
for staggered arrangement.
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Figure(4). Comparison of Nu of [9] with Nu of present work for in-line arrangement .
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Figure(5). Comparison pressure drop of [9] with pressure drop of present
work for staggered arrangement .
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Figure( 6). Comparison pressuredrop of [9] with pressure
drop of present work for in-line arrangement.
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4. Results and discussion

The effect of a constant temperature boundary condition on the steady fluid flow and
heat transfer is analyzed here Figure(7) shows the variation of Nusselt number with Reynolds
number for staggered arrangement for circular and elliptical tube that have ellipse eccentricity
e=0.8, e=0.6 and e=0.4 . It can be seen that, Nusselt number increase with increasing of
Reynolds number for all cases. The Nusselt number for elliptical tube is less than that of the
circular tube for  20< Re<100 . However for 100< Re<500 this relationship is inverted due
to decreases in flow turbulence in case of elliptical tube. The effect of decreases ellipse
eccentricity from e=0.8 to e=0.4, it gave high Nusselt number for the same Reynolds number.
The maximum heat gain at ellipse eccentricitye=0.4.

Figure(8) shows the variation of Nusselt number with Reynolds number for in-line
arrangement for circular and elliptical tube that have ellipse eccentricity €=0.8, e=0.6 and
e=0.4 . The Nusselt number exhibit the same behavior as that observed in staggered
arrangement .The Nusselt number value have lowest than in staggered arrangement. From the
above Figures, it can be observe that from a heat transfer point of view staggered arrangement
performs better than in-line arrangement.

Figure(9) shows variation of pressure drop with Reynolds number for staggered
arrangement for circular and elliptical tube that have ellipse eccentricity €=0.8, e=0.6 and
e=0.4 . It can be seen that, the pressure drop increases as the Reynolds number increases. The
effect of ellipse eccentricity on the pressure drop are as €llipse eccentricity decreases from e=
0.8, to e= 0.4, the pressure drop value decreases for the same Reynolds number mainly due to
its more streamline flow pattern. The differences between the pressure drop circular and
elliptical tube increase with increase of Reynolds number.

Figure(10) illustrate variation of pressure drop with Reynolds number for in-line
arrangement for circular and elliptical tube that have ellipse eccentricity e=0.8, to e=0.4. It
can be observed that pressure drop exhibit the same behavior as was observed in staggered
arrangement .The pressure drop value have lowest than in staggered arrangement. From the
above Figures, it can be observe that from a pressure drop point of view in-line arrangement

performs better than staggered arrangement.
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Figure (7). Variation of Nusselt number with Reynolds number for staggered configuration

for circular and eliptical tube with ellipse eccentricity e=0.8, e=0.6 and e=0.4
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Figure(8). Variation of Nusselt number with Reynolds number
for in-line configuration for circular and elliptical tube with
ellipse eccentricity e=0.8, e=0.6 and e=0.4
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Figure (9). Variation of pressure drop with Reynolds number
for staggered configuration for circular and dlliptical tube
with ellipse eccentricity e=0.8, e=0.6 and e=0.4.
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Figure (10). Variation of pressure drop with Reynolds number for
in-line configuration for circular and elliptical tube with ellipse
eccentricity e=0.8, e=0.6 and e=0.4.
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5. Conclusions
Heat transfer and fluid flow a cross circular and elliptical tubes bank was numerically
investigated. From the result obtained it can be concluded:
1- Nusselt number increased as Reynolds number increased for all cases.
2- The effect of decreases ellipse eccentricity from e=0.8 to e=0.4, it gave high Nusselt
number for the same Reynolds number.
3- The pressure drop for the two arrangements increased as the Reynolds number
increases.
4- The effect of decreases ellipse eccentricity from e=0.8 to e=0.4, it gave lower pressure
drop for the same Reynolds number.
5- Theéelliptical tube array has batter thermal performance and lower pressure drop than
circular tube array .
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7. Nomenclature

Symbol Description
a Larger elipse semi-axis,m.
A Total area of all tubes ,m?
Ae Ellipse area
b Smaller dlipse semi-axis,m.
Co Specific heat , Jkg. k
d Tube Diameter,m.
Dy Hydraulic Diameter ,m.
h Heat transfer Coefficient ,W/m?.k
HEM Heat Exchanger Model
K Thermal conductivity, W/m.k
Nu Nusselt Number
P Ellipse circumference
Q overall heat transfer rate ,W.
Re Reynolds number
S longitudinal spacing between tubes ,m.
S transverse spacing between tubes ,m.
T Temperature, K.
Ty Bulk Temperature, K.
Tin Inlet Temperature, K.
Tw Wall Temperature, K.
U, Upstream Vel acity ,m/s.
Unmax maximum Velocity ,nvs.
v Kinematic Viscosity ,m?/s.
AP Pressure drop ,Pa.
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Using Geno-lterative Approach to Identify Weiner and

Hammer stein Models

Ali H. Hasan
Thi-Qar University
Abstract

This paper presents a novel method for identification of the Weiner and Hammerstein
models and the model's parameters by the application of genetic algorithm optimization
method and an iterative search through a lock up Table. The coefficient values of both linear
and nonlinear parts are estimated by the GA while the type of nonlinearity and degree of
delay of the linear part are determined by the iterative search through the lock up Table. The
smulation results show the effectiveness and ability of the proposed agorithm for
identification and realization of the Weiner and Hammerstein models that describe the real

system.

Keywords: Hammerstein model identification, Weiner model identification, linear and

nonlinear system identification , genetic algorithms, iterative method.
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1. Introduction

System identification is the process of finding a model that best produces the data
obtained by a system to known inputs, i.e. construct mathematical models from measured
input and output data [1]. System identification differs from modeling in that, with modeling
the observed system is broken down into subsystems, which can be described mathematically.
| dentification builds a picture of the system using just the observed data, that is, the input-

output signals.

Practical systems have inherently nonlinear characteristics such as saturation and dead
zone which grown the importance of nonlinear modeling in control engineering. So the
development of accurate non linear system identification is important aspect for analysis and

prediction of the system characteristics or control design problem.

Block oriented models are one of the major classes of nonlinear systems, which consist of
linear models followed by, or proceeded by a static nonlinear model. This configuration is
known as Hammerstein and Wiener models depends on the blocks order, this configuration

provides a simple system architecture. More details can be found in [2-6].

The Hammerstein and Wiener models are used to model several classes of nonlinear
systems, their flexibility lies in having the nonlinearity part entirely separated from the linear
part [7]. Figure 1 represent the block oriented structure:-

Gl X (1) G,
u (") » y (1)
Figure (1). Structure of block oriented representation.
Where:-

u (t) isthe input signal to the system, y (t) is the output signal from the system and x (t) is the

intermediate non measurable quantity.
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G is the static nonlinearity part for Hammerstein model and is the dynamic linear part for

Weiner model.

G is the dynamic linear part for Hammerstein model and is the static nonlinearity part for
Weiner model.

The Hammerstein model can be described by the following equations:-

v = Z (@y(e= )+ (x(e =) )

i=

x(t) = f(u(®) (2)

While Wiener model can be described by the following equations:-

y(©) = £(x(0)) 3

XO= Y (ap(e—)+ ) (bu(t—)) 4)
j=0

Where:-

m s the number of poles of the linear part.

n is the number of zeros of the linear part.

a; and b; are linear part coefficients.

Genetic algorithms (GAs) are a family of general stochastic search methods, which can
be viewed as computational models of Darwinian evolution theory. They use the analogs of
evolutionary operators on a population of states in a search space to find those states that
optimize a fitness function. The search space consists of character strings of fixed or variable

length (chromosomes or genotypes) composed of the elements of a given aphabet (alleles).
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The genotype space is mapped onto another (phenotype) search space. The fitness
function is defined as a function of a state in the phenotype space [8-10].

An implementation of a genetic algorithm begins with a population of typically random
chromosomes. One then evaluates these structures and allocates reproductive opportunities in
such away that those chromosomes which represent a better solution to the target problem are
given more chances to reproduce than those chromosomes which are poorer solutions. The
solution goodnessis typically defined with respect to the current population [11]

There are many identification techniques that have been used to identify the linear and
nonlinear parts of the Hammerstein model and the Weiner model each aone, examples of
these identification techniques are Marconato et al [4] who used the Support Vector Machines
to identify the nonlinear systems of Wiener-Hammerstein systems based on input/output
measurements. Sou et al [12] used a convex semi definite programming SDP relaxation to
obtain a sub-optimal solution to non-convex quadratic programming that formulates the
Weiner-Hammerstein models. Marconato et al [13] presented an identification of the Weiner-
Hammerstein models by a learning from example approach SVM for regression on the basis
of real life benchmark data and they used the genetic algorithm to select the best model that
describe the input/output relationship. Wang et a [14] presented an identification of Wiener
model by a recurrent neural network with the observer Kalman filter (OKID) agorithm for
unknown dynamic nonlinear system identification. There are many papers used genetic
algorithm principles for identification purposes, for example Lu et al [15] used a GP models
to obtain the nonlinear function and parameters of Wiener model. Dotoli et al [16] described
the GA to identify nonlinear SISO Hammerstein model, they assume a bounded but not a
prior known order for linear part and the nonlinear part belongs to a known structure. Xie et a
[17] used an iterative method of GA to get the Wiener model but they assume a priori
knowledge of the objective system and the expected object linear system.

Other uses of GA for identification of Hammerstein model can be found at Al-Duawaish et al
[18], Hachino et al [19,20], while using of GA for identification of Weiner model can be
found in Vazquez et a [21].

In this work, we used iterative search method combined with directed search by GA to

find the Weiner and Hammerstein models parameters and identify number of delays for both
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input and output also determine a good approximation for the nonlinearity type of the system

under consideration.
2. Proposed algorithm

As shown in Figure (1) the Wiener-Hammerstein model consists of two sub-models. It's
well known that the genetic algorithm can easily identify the sub-models, especiadly if the
inputs and outputs of the corresponding sub-systems are known, many papers assumed that
the middle stages are known [17] so the identification demands are smplified. In this work,
the problem assumes there is no prior knowledge of the middle stages, only the input signals

and output responses of the systems under consideration are known.

The basic idea is to walk through a lockup Table that contains a list of number of delays
for the input and output. It also contains some nonlinear relationships. After selection of a

specific relationship, we run the GA to search for the parameters values.

The complete algorithm can be described in the following steps which consists of two
parts that work simultaneously, walking through the lockup Table and running the genetic
algorithm:-

a- Part1: Thelockup Table

The lockup Table contains two columns, the first one describes the behavior of the
output by number of delays and type of nonlinearity, the second one describes the behavior
of the input by number of delays and type of nonlinearity. Its well know that the linear
subsystem is included within the output delays while the nonlinear subsystem is included
within the input signal [2,22]. In our experiments we included some nonlinearity within the
output signal which describes the unexpected behaviors of the origina system like the

disturbance and noise.
The selection processiis as follows:-

Step 1:- Assume we select the first row; then the plant equation will be:-

y(t) =ay(t—1) +bu(t-1) ©)
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Step 2:- Start the Genetic Algorithm Phase ( part two) to find the coefficients values of Step
1, if theresult is not satisfied then go to Step 3

Step 3:- Select the second row for the 1¥ column and 1% row for the 2 column, then the
plant equation will be:-

y(t) =ay(t—1) +ay(t—2) +bu(t—1) (6)

Step 4:- Start the Genetic Algorithm Phase ( part two) to find the coefficients values of Step
1, if theresult is not satisfied then go to Step 5

Step 5:- Select the second row for the 1% column and 2™ row for the 2™ column, the plant
equation will be:-
y() =ay(t—1) +ay(t—2) +byu(t—1) +byu(t—2) (7)
Step 6:- Repeat these selection criteria until the plant estimation will satisfy the requirements
or the lockup Table is finished.
Where
a; and b; are linear part coefficients
Figure (2) describes the complete programming flowchart of the proposed work.

Table (1). Lock up Table. Number of delays and nonlinear order and type of

both inputsand outputs.

Number of delays of i/ps
or nonlinearity type

u—l

Number of delays of o/ps

1+ exp (u)
exp(—u) —exp (—u)
exp(=u) + exp (—u)

Sin(u)
Cos(u)
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b- Part 2: Genetic algorithm

a Set the population size = Number of coefficients of the selected equation that
describe the system.
b- Create the initial population vaues, which are the coefficients of initial

subsystem. Here we used the matlap function ' crtrp' that creates real-valued
initial population.

Cc- Evaluate the population fitness by using the mean sgquare error between the
actual output y(n) and the estimated output y(n)

E=1 Y0, () — ()2 t

Where: - N number of samples
d- If E is equal or less than the satisfying error then the description of the system
is fixed.

ese

i. Do the selection process to select the winning parents, which is the roulette
wheel.

ii. Do the crossover process to get the offspring , we used the single point
crossover method.

iii.  Go to step ¢ until number of iterations is reached or step d istrue.

For an efficient programming, we use the matlap functions that deals with genetic
algorithms which are :-

1- 'gaoptimset’ that creates genetic algorithm options structure, and
2- 'ga that implements the genetic agorithm at the command line to minimize an

objective function.
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l

Select the first row of t
lockup Table

GA Algorithm

Display
results then
End

complicated
, requires
more
equations.
then End or
insert
another

Select anothe
description

Figure (2). Proposed work flowchart.
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3. Experimental results

To show the validity of the proposed algorithm many system are considered with different
types:-

1- Plant 1:- Simplelinear system

y(@®) =ay(t—1) +ay(t—2) +bu(t—1) 9)
The actual values of coefficients are:-
a=0.4;
8=0.35; and

b=0.8

After running the proposed algorithm, we used 1500 generations with 100 population
sizes for the GA we found the following system:-

y(t) =ay(t—1) +ay(t—2) +bu(t—1) (10)
a= 0.4050;
&=0.3485; and
b,=0.801

Which gave a good description for both the two sub systems as shown in Figures (3),
(4), and (5).
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Figure (4). Actual and estimated plant output response.
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Figure (5). Nonlinearity behavior of the estimated system.

2- Plant 2:- which is3rd order nonlinear system :-

_ ay(t-1)
y(© = 14+y(t-1) *y(t-1) + bx(t)

(11)

and x(t) = (u(t—-1) )3 (12)

Thereal values area=1 and b=1,
After running the proposed algorithm we found the following plant equation:-

_ a y(-1)
y(© = 14y(t-1) *y(t-1) +b x(¢)

(13)
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and x(t) = (u(t—-1) )3 (14)
And estimated values are:-
a=1.0026
b=0.9954

Figures (6), (7), and (8) show the estimated and real plant equations behavior:-

Best: 663.23 X10e-4 Mean: 663.23X10e-4

Best fitness
1050 4 *
X10 Mean fitness

T

1000
950
900+,

850 **

Fitness value

800 e x
750

700/ .

x
X

. X x

(Y] X
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650 \ \ { { \ { { { \ {
0 10 20 30 40 50 60 70 80 90 100

Generation

Figure (6). Genetic algorithm fitness values.
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Figure (7). Actual and estimated plant output response.
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Figure (8). Nonlinearity behavior of the estimated system.
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3- Plant 3:-
y@) =ay(t—1) +a,y(t—2) +azy(t—3) +bx(t—1) +b,x(t—2) (15)
x (t) =cos (3*u (1)) +exp (-u (1)) (16)
Thereal values are
a=0.4,
a=0.35;
as=0.1;
b,=0.8;
b,=-0.2.
The estimated ones are:-
y() =a;y(t—1) +a,y(t—2) +azy(t—3) +bx(t—1) +bx(t—2) (17)
X (t) =cos (2.8*u (1)) +exp (-u (1)) (18)
=0.387
a=0.361
a8=0.08976
b,=0.07856
b,=-0.17878.

The validity is shown in figures (9), (10), and (11).
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Figure (11). Nonlinearity behavior of the estimated system.

4- Conclusions
This work proposed a new method for identification of both Hammerstein and Weiner

models. From the given examples of different nonlinearities systems which describe the
real life plants, the results show that the proposed work is immune to noise and can be

applied to real- time plants identification.
One can increase the reliability of this work by introducing more functions that describe

real systems aswell as using state space approach.
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Performance of Senstivity of Direct Detection
Optical Receiver Incorporating MOSFET-Based
Transimpedance-Type Amplifier
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Abstract

Metal-Oxide-Semiconductor  Field-Effect Transistors (MOSFETs) offer many
advantages due to their low noise and high associated gain a microwave frequencies.
Therefore, they are well suited to the amplifier requirements of broadband light-wave
receivers, through providing a high dynamic range and wide bandwidths.

In this work, the performance of integrated optical receiver consisting of PIN-
photodiode and MOSFET-based transimpedence type amplifier is analyzed. The effect of
various device parameters on receiver performance is investigated in details. The simulation
results show that the sensitivity (Psen) Of an optical receiver is approximately constant if it is
based on well-designed MOSFET.

Keywords: MOSFET, transimpedance amplifier, optical receiver, sensitivity, optical

receiver noise, transconductance.
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1. Introduction

The optical receiver is an optoelectronic device that recovers the transmitted electrical
signal from the incident light wave signal. It is formed principally from a photo detector
(photodiode or photoconductor), cascaded to a FET-based amplifier. Two photodiodes are
mainly used in optical receiver design namely PIN photodiode and avalanche photodiode
(APD). Theoretical sensitivities for both PIN/FET and APD/FET direct-detection receivers
are shown in Figure (1) [1].

It is clear that the APD is attractive because of its superior sensitivity in APD/FET
receivers. On the other hand, it is difficult to achieve significantly higher bandwidths in APD
receivers, because of the avalanche build- up limitation, which could restrict the use of APDs
in multigegabit systems[1]. PIN photodiodes have no such limitation, and bandwidth as high
as 38 GHz has been reported [2]. Further, the PIN photodiode is preferred to APD because of
the absence of excess multiplication noise.

MOSFETs based on AlGaAg/InGaAs structure offer many advantages due to their low
noise [3], and high associated gain at microwave frequencies [1]. Therefore, they are well
suited to the preamplifier requirements of broadband lightwave receivers.

It is also expected that the monolithic integration of optical and electronic components
on the same chip will alternatively lead to ultra-high speed, high sensitivity, reliability, and
low cost [4, 5]. Most of wide band optical receivers have been fabricated by integrating a PIN
photodiode for light detection [3], and a transimpedance amplifier for electronic signal
amplification and impedance matching [6].

In this work the performance of a monolithically integrated optical receiver consisting
of a PIN photodiode and an MOSFET -based transimpedance type preamplifier is analyzed.

2. Optical receiver
2.1 Device description

In this analysis, the optical receiver considered consists of an InGaAs PIN photodiode
integrated with a single gain stage transimpedance amplifier as shown in Figure (2). Such a
preamplifier design provides a wide bandwidth and high dynamic range, which is defined as
the range of input power levels over which the bit error rate is acceptable [7]. Note that al of
the loads in the circuit are active to alow circuit integration with the other MOSFETs and to
reduce device area and overall power dissipation. A conventional feedback resistor is replaced
by a transistor (Qs) with an equivalent output resistance Rg. The use of a FET feedback may
reduce parasitic shunt capacitance, thereby resulting in a wide bandwidth operation.
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2.2 Receiver noise sources

The noise current of areceiver consists of low frequency (LF) noise, thermal noise in
the feedback resistor, FET channel noise, and shot noise due to the leakage in the FET gate
and the detector. These various noise contributions in an optical receiver are given by [5, 7]:

Ssh :\/zq(IDark +|Ieak)IZB (1)
kTG ,B
S =4pC,B |~ @
On
2KTGE|
S =4pC:B g—f ©)
KTl.B
Sin=2 RFZ (4)

Here, osh, och, cLF, and oth are the shot noise, channel noise, low frequency (LF)
noise, and thermal noise standard deviations respectively, q is the electronic charge, Kk is the
Boltzmann constant, gm is the extrinsic transconductance, I1Dark isthe PIN dark current, 1leak
isthe gate leakage current, B isthe data bit-rate, T isthe temperature, I" isthe MOSFET noise
Figure (»1.6 [5]), fc isthe LF corner frequency, and CT isthe total front-end capacitance. CT
is calculated as:

Cr=Cgq+ Cpp+Coss (5

where, Cst isthe input stray capacitance, CPD is the PIN diode capacitance, and CGSis
the MOSFET gate-source capacitance. Furthermore, If, 12, and 13 are effective receiver
bandwidth integrals which depend on the transfer function of the circuit and the input and
output waveforms. Here araised cosine output pulse response of the receiver for arectangular
pulse shape, and a NRZ data format are assumed.
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2.3 Receiver senditivity

The receiver sensitivity is expressed in terms of minimum, time-averaged incident
optical power (Psen), which can be detected for a given acceptable bit error rate (BER).
Assuming Gaussian noise statistics, the sensitivity is given by [7]:

hf 0
p, ==Y (6)

ghq 2
where, Q=6 for BER=10"7, h is Planck constant, f is the frequency of the incident light, 1 is
the overall efficiency in converting the incident optical power into asignal current, and ot IS

the total noise standard deviation which is defined as;

_ 2 2 2 2
S =S Syl +S 12 H+S (7)

Receiver sensitivity can be improved by decreasing the impedance at the interface.
However, the low impedance at the PD-amplifier interface is highly non-optimal from a noise
point of view, which, together with the intrinsic noise Figure of the amplifier, limits receiver
sensitivity. The monolithic integration of transimpedance receiver is expected to be one of the
facial ways to realize high sensitivity optoelectronic integrated circuits (OEICs) [8].

3. Transimpedance amplifier

The equivalent circuit of the PIN/transimpedance amplifier is shown in Figure.(3),
where Rin is the input resistance of the amplifier, CF is the stray capacitance of the feedback
resistor RF , and A isthe amplifier voltage gain, and Iph isthe PIN diode photocurrent.

The response of the receiver is represented by the transimpedance ZT, which is the ratio
of the output voltage to the input photocurrent. The frequency dependence of ZT is given by:

7 (1)= " ARaRe/[Re +(L+ AR, ®

2R R,
1+ ] R +(1+ A)Rn [CT +(1+ A)CF]

Let Z7, be the DC transimpedance, and fzqg is the cutoff frequency (-3dB point), then:
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_ - ARR
0 =R 1+ AR, ©
and
fas = & RR ! S (10)
Pl + (L AR, 7 A

Due to the use of equalization stage [8] in the receiver, the noise due to the intersymbol
interference (ISl) is not considered [7]. So that, Eqn.(10) is useful in determining the
bandwidth of the system.

In order to achieve the operation of the bit-rate (B) without equalization, the bandwidth
of the preamplifier should be at least equal to the effective noise bandwidth of the receiver
(12B). To accomplish this, RF must be adjusted such that f3dB is equal to the effective
bandwidth. Let A>>1 and ARin >>RF , Eqn.(10) can be simplified as:

fage = [szF (CF + CT/A)]_l (11)
then
Re =[2p1,B(C +C, /A)l" (12)

This choice of RF ensures that thermal noise (Egn.(4)) is not excessive, although it also
implies a negligible intersymbol interference (1Sl) noise. Figures(4a-4d) display the variation
of different receivers noise sources as a function of B. Unless otherwise stated, the parameter
values used in the simulation are listed in Table (1). The solid and dotted lines correspond,
respectively, to the presence or absence of the equalization stage. It is clear that thermal and
shot noises decrease in the absence of equalization. At B=10 Ghit/s, the thermal noise reduces
to 0.075 of its value when equalization exists. This to be compared with 0.91 reduction for
shot noise. So that, the thermal noise reduction is more important than that of the shot noise.
The channel and LF noise behave in an opposite manner. However, at the same bit-rate, the
channel noise and L F noise increase by factors of 1.4 and 2.08, respectively. Asaresult of not
employing an equalization stage, the total noise current decreases to 0.107 of its value at
equalization for 10 Gbit/s bit-rate. Thisis clear from Figure (5) where the total noise is plotted
as afunction of bit-rate.

In Figure (6), RF that satisfies the condition of negligible intersymbol interference is
plotted as a function of the bit-rate. Note that RF »600 W is required for B=10 Ghit/s. The
dependence of receiver sensitivity on bit-rate is depicted in Figure (7). Note that Psen (in dBs)
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decreases linearly with the logarithm of the bit-rate. For example, increasing B from 1 Gbit/s

to 10 Ghit/s degrades the receiver sensitivity by 5 dB.

4. Receiver performance

To calculate the performance of the optical receiver, a MOSFET with parameter values
given in Table (2) are assumed. Other parameters used in this analysis are listed in Table (1).
The MOSFET performance such as gm, Cgs, and Cgp are determined from expressions
derived in[9].

Recall that the MOSFET capacitance and transconductance are functions of structure
parameters of the device. Therefore, it is expected that the sensitivity of MOSFET-based
receivers vary with transistor structure parameters. However, the simulation results reveal that
this fact loses its importance when
(i) Cas iskept much lower than (Cpp+Cy); OF

(i) The total front-end capacitance to transconductance ratio (Ct/gy) is small. In other words,
the operation speed of the MOSFET is much greater than the bit-rate.

Using the parameters listed in Tables (1) and (2), the PIN/MOSFET optical receiver
sensitivity is plotted in Figure (8) as a function of CT for different values of gm. The results
in this Figure indicate clearly that the receiver sensitivity is less affected by the variation of
CT when CT is small and this effect is more pronounced when gm is high. For example,
Psen=-21.17 dBm when CT is less than 500 fF and gm=800 mS. For the receiver under
consideration, the values of CT and gm are 290 fF and 216 mS respectively. These values
lead to -21.12 dBm receiver sensitivity. The simulation results indicate that Psen is almost
independent of the variation of MOSFET structure parameters. In fact, Psen is almost
independent of bias conditions (VGS and VDS) as shown in Table (3).

Figure (9a-9¢) show, respectively, the effect of varying gate width (W), gate length (LQg)
oxide layer thickens (di), semiconductor layer thickens (dd), and doping concentration (Nd)
on receiver sensitivity. Investigating these Figures highlights the following facts:

(i) For optical consideration, the optical receiver sensitivity is almost independent of gate
width.
(i) There is a negligible degradation in Ps, (0.1 dBm) as aresult of increasing Ly from 20
to 100 nm.
(iii) Increasing the oxide layer thickness from 1 to 100 A improves the sensitivity by only 1
dB.
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(iv) Psen remains almost unchanged by increasing the semiconductor layer thickness from 10
to 130 A.

(v) There is no remarkable dependence of Ps, on the doping concentration of the MOSFET
semiconductor layer doping (Ng).

To improve the receiver sensitivity slightly, the source resistance (Ry) must be minimized

since the intrinsic transconductance, which inversely proportional to the total noise current,

increases with minimizing Rs. Figure (10) depicts the effect of Rs on receiver sensitivity.

Reducing Rs from 30 Wto 0 Wimproves the Pss, by only 0.3 dB.

5. Conclusion

We analyze the performance optical receiver consisting of PIN-photodiode and
MOSFET-based transimpedence type amplifier by investigating the effect of vireos device
parameters on receiver performance. The simulation results show that the sensitivity (Psen) Of
an optical receiver approximately independent of gate width, degrade negligibly with the
increase of the gate length, enhanced with the increase of oxide layer thickness, and

approximately it has no change with semiconductor layer thickness and doping concentration.
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Table (2). MOSFET parametersused in the smulation.
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Development of Computer Controlled Oxy Estelline Cutting

Machine
Sadig Muhsin Salah M ahdi Haider Jabar
College of Engineering College of Engineering College of Engineering
Thi Qar Univerdty Thi Qar University Thi Qar University

Abstract

Occasionally, the state organizations and many private companies in Thi Qar
Governorate request some spare parts that must be manufactured locally because they are
unavailable in Iragq .Since these parts have complex shapes, and the Engineering College
Workshop's machines are unable to cut them, thus it was necessary to develop the existing
Oxy Estelline cutting machine to control its motion by computer.

The main idea of this research is to make the machine cutter movement in two
dimensions according to a path drawn by (Autodesk Land Desktop) program which
necessitates addition of an electric circuit (Interface) between the machine and the computer
to convert the path into two dimensional motions .This requires replacement of some
unnecessary parts from the machine by others. The major added parts are:

1. Servo Motors. 6. Data Cables.

2. Controller. 7. Lead Screws.

3. Drive. 8. Brackets.

4. Power Supply. 9. Bases to fix the motors and
5. Power Cables. brackets.

After welding processes of the bases and mounting the motors, brackets, and electric
circuits, the machine was tested by fixing a pen instead of the cutter and drawing many graphs
such as circle, rose, gear, and gasket on a paper .The drawings are completed successfully and
accurately, then the machine was used to cut rose and gasket by the flame .Satisfactory results
are obtained .Now, the user can use the machine easily to cut any complex shape.

Keywords: CNC machine tool accuracy; Geometric error; Machining error; Error
compensation.
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1. Introduction

CNC machines are used extensively in industries to reduce costs, improve productivity,
obtain better product quality, and avoid humans faults and working in hazardous
environments.

Chana Raksiri et al [1] proposes a new off line error compensation model by taking into
account the geometric and cutting force induced errors in a 3-axis CNC milling machine .
Geometric error estimation determined by back-propagation neural network is proposed and
used separately in the geometric error compensation model .Likewise, cutting force induced
error estimation by back-propagation neural network determined based on a flat end mill
behavior observation is proposed and used separately in the cutting force induced error
compensation model .Various experiments over a wide range of cutting conditions are carried
out to investigate cutting force and machine error relation .Finally, the combination of
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geometric and cutting force induced errors is modeled by the combined back-propagation
neural network .This unique model is used to compensate both geometric and cutting force
induced errors simultaneously by a single model .Experimental tests have been carried out in
order to validate the performance of geometric and cutting force induced errors compensation
model.

Tae-Yong Kim et al[2] present the indirect cutting force measurement method in
contour NC milling processes by using current signals of servomotors .A Kalman filter
disturbance observer and an artificial neural network (ANN) system are suggested.A Kalman
filter disturbance observer isimplemented by using the dynamic model of the feed drive servo
system, and each of the external load torques to the x and y-axis servo motors of a horizontal
machining center is estimated .An ANN system is also implemented with a training set of
experimental cutting data to measure cutting force indirectly .The input variables of the ANN
system are the motor currents and the feed rates of x and y-axis servo motors, and output
variable is the cutting force of each axis .A series of experimental works on the circular
interpolated contour milling process with the path of a complete circle have been performed .
It is concluded that by comparing the Kalman filter disturbance observer and the ANN system
with a dynamometer measuring cutting force directly, the ANN system has a better
performance.

Mahbubur Rahman[3] presents a theoretical and practical relations which have been
established between static and dynamic measuring systems .These relations are important
when we are measuring machine tools with different measuring devices to validate the
measurement results. The traces obtained by one measuring system have been compared and
simulated with the traces obtained by other methods.Several methods for improving the
positioning accuracy of machine tools which have been studied .One of the methods is NC
code modification .This method has been applied to develop an NC program processor based
on the error found by the measurements.

Hui Wang and Qiang Huang[4] use the concept of an Equivalent Fixture Error (EFE)
embedded into a modeling methodology to obtain insights into this fundamental phenomenon
and to achieve an improved process control. They developed a sequential root-cause
identification procedure and EFE compensation methodology .A case study was presented to
demonstrate the proposed diagnostic procedure .A simulation study was also performed to
illustrate the error compensation procedure.

Abdul —Baki Khalaf [5] performed a 3-axes CNC plasma-cutting machine designed,
manufactured and controlled .Mechanical design included material selection, frame design,
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guideways design, driving mechanism and bearings mounting .Hardware elimination of errors
such as backlash, clearance and sguareness are strongly considered in each step of the
procedure of mechanical design .Also he develop a new motion controller model called Error
Model Reference Adaptive Control(EMRAC) .The model was built in the form of (C++)
language .The model has been validated through several tests and proved to have advantages

over other standard control techniques.

2. Design and analysis

The cutting machine before development is shown in Figure (1) .From this machine some
of the unimportant parts are removed, then all remaining parts are maintained and lubricated.

Figure (1). Cutting machine before development.

Two servo motors with the following specifications are used :

Stal current continuous 7.2 A
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Voltage 230V
Rated speed 5000 RPM
Rated output power 1.6 kW
Continuous stall torque 4 N.m
Peak torque 128 N.m

The dimensions of the motors areillustrated in Figure (2).
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Figure (2) .Dimensionsin (mm) of the servo motors,

Two Aries drives are used to control the torque, velocity, and position of servo motors .
The drive dimensions are shown in Figure (3).
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Figure (3).Drive dimensionsin (mm).
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Among the most important elements of automated manufacturing machines is the

controller . The controller provides the facility of proper placement of the cutting tool relative

to work piece. The most common controller in industry is the PID (Proportional-Integral-

Derivative) controller. Such controllers are widely used in NC and CNC machines. This

because of their general applicability to most control systems, and they can be implemented

easily either in analog form or in digital form. ACR9000 controller is used to controlling

servo drives. There are eight axis connectors on the front panel .They are
through AXI1S7, the dimensions of the controller are illustrated in Figure (4).
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Figure (4). Controller dimensionsin(mm).

The motion in two dimensions is transmitted by two lead screws each of them have
diameter of ( 22 mm), pitch of (25 mm), and length of ( 2 m) .Each of the lead screw
mounted by two brackets, the brackets and motors are mounted on bases made from cast iron
material of dimensions ( 330x130x10 mm ) for motors and (60 x130 x10 mm ) for brackets

as shown in Figure (5).
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Figure (5) .The base used to support the servo motors.
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The motors are connected to the lead screw by a muff coupling asillustrated in Figure (6).

Figure (6). The connection between the motor and thelead screw.

The x-axis guide way consists of lead screw and nut , two brackets are mounted on the lead
screw .Each bracket consists of ball bearing assembled inside a cap bracket .All brackets are
mounted on bases are welded to the machine body .

The above procedure for installing guide way for x-axis is repeated for y-axis . The cutting
machine with all added partsis shown in Figure (7) and Figure (8).
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Nut Bracket Lead Screw
Lead Screw Bracket
Muff Coupling
Servo Motor
Servo Motor
Servo Motor
Power Supply ‘
Controller

Drive

Figure (8) . Interface circuit for cutting machine.
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3. Graphical User Interface (GUI)

A Graphical User Interface (GUI) is a graphical display that contains devices or
components , that enable a user to perform interactive tasks .To perform these tasks, the user
of the GUI does not have to create a script or type commands at the command line .Often, the
user does not have to know the details of the task at hand.

The GUI components can be menus, toolbars, push buttons, radio buttons, list boxes, and
sliders—just to name a few .In MATLAB software, a GUI can also display data in a tabular

form or as plots, and can group related components.

Development of Oxy Estelline cutting machine to control by
computer

Al £l

Conver Drawing to Data Autodesk Land Desktop

ACR-Viewer ‘

“iew Last Drawing ‘ Wiew Last Data ‘

‘ Exit

Figure(9) . Graphical User Interface (GUI) menu.

Each component, and the GUI itself, is associated with one or more user-written routines
known as callbacks .The execution of each callback is triggered by a particular user action
such as a button push, mouse click, selection of a menu item, or the cursor passing over a
component.

Using MATLAB 7.6.0(R2008a) creates GUI to connect two programs, namely, Autodesk
Land Desktop and ACR -Viewer to easy control the path drawn in Autodesk Land Desktop
program and convert this path to datato be exported to ACR -Viewer program to make the

motion in two dimensions.
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4. Resultsand discussion
After welding processes of the bases and mounting the motors, brackets, and electric
circuits, the machine was tested by fixing a pen instead of the cutter and drawing many graphs
such as circle, rose, gear, and gasket on a paper.
By using Autodesk Land Desktop program the planned tool path shown in Figure

(20) for the cutting experiment is drawn.
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Figure (10) .Planned tool path for the cutting test all dimensionsin (mm).

Then by using GUI menu this drawing is converted into data then exported to ACR-Viewer to
make the cutter of the machine to move according to this data . The true scale of the drawing
by the machine is shown in Figure ( 16).

By using the same procedure as above the planned tool path shown in Figure (11) for

the cutting experiment is drawn.

O

OOO

Figure (11). Planned tool path for the cutting test .
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Figure (17) shows the true scale drawn by the machine, the dimensions of the true scale
are measured. The result was accurate and acceptable. Then the machine was used to cut
circle and gasket by the flame as shown in Figures (12) and (13).

Figure (12). Cutting acircle.

Figure (13). Cutting a gasket .
Figure (18) show the true scale for gear drawn by the machine. Figure (14) and figure

(15) represents the final shape of the gasket and rose cut by the machine. Now, the user can
use the machine easily to cut any complex shape.
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Figure (14) . Final shape of gasket that was cut by the machine.

Figure (15). Final shape of rose that was cut by the machine.
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Figure (16). Thetrue scale drawing by the machine.
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5O

Figure (17) . Thetrue scale of rose and gasket drawn by the machine.

Figure (18) . Thetrue scale of gear drawn by the machine.
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5. Conclusions

PC interface provides powerful control tool for CNC machines. The address and data
buses allow for high rate of datatransfer between the PC and the machine.

Servo motors are good motion drives for CNC machines. This is because of their
wide range of control of speed.

User can use the machine easily to cut any complex shape.
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