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In this work, results of a comparison modeling treatment of additive white 
Gaussian noise and two-ray fading channel those affecting the 
performance of modulation techniques employed in modern 
communications systems, were presented. The channel parameters were 
varied to obtain a frequency-selective channel, which was observed by 
determining the bit error rate as a function of the ratio of signal energy 
per bit to thermal noise power per Hz. This treatment introduces the 
performance of wavelet modulation employing such systems. 
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1. Introduction 
A promising application of wavelet 

transforms is in the field of digital wireless 
communications where they can be used to 
generate waveforms that are suitable for 
transmission over wireless channels. This type of 
modulation is known as wavelet modulation 
(WM) or fractal modulation. The advantage of 
this scheme emerges from the fact that wavelet 
modulation allows transmission of the data signal 
at multiple rates simultaneously. 

Wornell and Oppenheim outlined the design 
of the transmitter and receiver for wavelet 
modulation (WM) [1]. The performance of 
wavelet modulation in an additive, white 
Gaussian noise (AWGN) channel was also 
evaluated in Ref. [1]. Wornell showed that the bit 
error rate (BER) performance of wavelet 
modulation is a function of signal-to-noise ratio 
(SNR) in the channel; the estimate of the 
received bit becomes more accurate as the 
number of noisy observations used to calculate it 
is increased. Ptasinski and Fellman simulated 
wavelet modulation using the Daubechies N=4 
wavelet and measured its BER performance in an 
AWGN channel [2]. The performance of wavelet 
modulation was shown to be equivalent to that 
calculated by Ref. [1] (i.e. the results were 
equivalent to binary phase shift keying (BPSK) 
performance for the AWGN channel) [2]. In all 
of the previous research, the BER performance 
was measured using a single scale (i.e. rate) for 
demodulation. 

Wavelets have also been proposed for use in 
other aspects of communication systems. 

Multiple access schemes using orthogonal 
wavelet-based codes have been proposed as an 
alternative to code division multiple access 
(CDMA) [3,4]. Wavelet-based modulation 
techniques for frequency-hopped spread 
spectrum communications have also appeared in 
the literature [5,6] as the wavelet packet 
transform. An extension of the wavelet 
transform, in which the high pass branches are 
iterated as well as the low pass branches, has led 
to the development of wavelet packet modulation 
(WPM). This modulation technique exploits the 
larger selection of time-frequency tailings at its 
disposal to minimize channel disturbances [7,8]. 

A fading channel is modeled with a 
multiplicative fading component and an additive 
noise component. The order of simulation 
complexity for such a process for 1-D 
modulations is one addition and one 
multiplication. For 2-D modulation methods, the 
complexity for one symbol is one complex 
multiplication and one complex addition per 
symbol. This is equivalent to four real 
multiplications and four real additions for each 
symbol [9]. 

 
2. Modeling Procedure 
Clarke [5] has proposed a statistical model 

for the received signal amplitude of the flat-
fading channel based on scattering propagation. 
Gans [10] has further shown that in the case of 
isotropic, two-dimensional scattering with an 
omni-directional receiving antenna, the 
quadrature Gaussian processes representing the 
fading have autocorrelation function (ACF) [11]. 
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The most common channel model 
encountered in communications systems is the 
additive white Gaussian noise (AWGN) channel. 
In this channel, zero-mean white Gaussian noise 
is added to the transmitted signal s(t), so that the 
received signal r(t) can be represented as: 

r(t) = s(t) + n(t) (1) 
where n(t) is a zero-mean white Gaussian noise 
process. No/2 is the power spectral density of the 
noise term n(t). 

The time dispersion in a multi-path 
environment causes the signal to undergo either 
flat or frequency selective fading. If the channel 
has a constant gain and linear phase response 
over a bandwidth that is greater than the 
bandwidth of the transmitted signal, then the 
received signal undergoes flat fading (i.e. the 
received signal is not distorted by inter-symbol 
interference). In a flat fading, channel the signal 
bandwidth is much smaller than the coherence 
bandwidth of the channel. Alternatively, time 
dispersion can be described in terms of the 
symbol period (TS). In a flat fading, channel TS is 
much larger than the root-mean-square (r.m.s) 
delay spread of the channel (στ). In these wavelet 
modulation trials TS at scale 10 is 0.977ms and TS
at scale 13 is 122µs. The form of this simulated 
model, Eq. (2), results in a flat fading channel for 
all scales (i.e. στ<<TS13<TS10) since στ is 
effectively zero in this model. 

Small scale fading can be modeled as a 
Rayleigh distribution [12,13]. The received 
signal is given by 

r(t) = s(t)R(t) + n(t) (2) 
As in the AWGN channel, s(t) is the 

transmitted signal and n(t) represents thermal and 
device noise (it also still dictates the SNR). The 
impact of the Rayleigh, flat, slow fading channel 
is given by the multiplicative R(t) [12]. The 
function r(t) is coherently demodulated; perfect 
carrier synchronization is assumed at the 
receiver. 

If the bandwidth of the signal of interest 
exceeds the coherence bandwidth of the channel, 
the signal undergoes frequency selective fading. 
In the frequency domain, the channel causes 
different levels of attenuation for different 
frequency components of the signal. Frequency 
selective fading is caused by multi-path delays 
which approach or exceed the symbol period of 
the transmitted symbol (i.e. TS<στ), where στ is 
still the r.m.s delay spread of the channel. In 
practice, TS≤10στ will result in a frequency 
selective channel as the channel introduces ISI. 

I have used a two-ray channel model with a 
variable r.m.s delay spread στ. (στ was varied 
between 0.2µs and 120µs). In propagation 
measurements by Reference [14] at 900MHz, 
urban areas typically had r.m.s delays in the 
range of 2−3µs, hilly residential areas had r.m.s 

delays in the range of 5−7µs and worst case r.m.s 
delay spreads were of the order of 20µs. Excess 
delays in the range of 100µs were also observed. 
For the frequency selective fading channel, the 
received signal is given by: 

r(t)=α0R0(t)s(t) + α1R1(t)s(t−τ1) + n(t) (3) 
where α0 and α1 are the amplitudes of the main 
ray and the secondary ray, respectively. 

The signal energy in the main component 
along with the power of the noise term, n(t), 
determines the SNR of the signal. The secondary 
component with a factor of α1 and delayed by τ1
corresponds to the first multi-path bin with 
significant amplitude. 

The r.m.s delay spread is defined as [12]: 
22 )(ττστ −= (4) 

where τ is the mean excess delay and is defined 
by: 
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where P(τk) is the power of the kth component 
(ray) and is obtained from the power delay 
profile of the channel and τk is the delay of the kth 
component. All delays are measured relative to 
the first signal arriving at τ0=0. The second 
moment of the power delay profile (τ2) is given 
by: 
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For these experiments, I simulate two paths 
so that k=0 and k=1. Furthermore, in many of 
these trials, α0=α1; thus Eq. (4) simplifies to 
στ=τ2. Now, P(τk) is given by α2k where αk is the 
amplitude (gain) of the kth ray. 

The sum of E{α2
0R0(t)2} and E{α2

1R1(t)2} is 
set to unity so that the channel has an average 
power gain of one [15]. This is to ensure that the 
average signal energy at the input and output of 
the channel remains the same. A generalized 
block diagram of a frequency selective channel is 
shown in Fig. (1) for an N-path channel. For 
frequency-selective channel in (3), N=2 [12]. 

In Fig. (1), the Rayleigh waveform RN−1(t)
can be generated using Clarke [5] and Gans [10] 
fading model. A Rayleigh fading waveform can 
be simulated by generating independent in-phase 
and quadrature complex Gaussian noise samples 
and filtering them by H(f) as shown in Fig. (2). 
SEz(f) is the spectrum of the Doppler filter. 
Particularly, it has been shown that for an omni-
directional λ/4 antenna with a gain of 1.5, the 
Doppler spectrum is given by [16]: 
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where fc is the center frequency and fm is the 
maximum Doppler spread. The frequency fc is 
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zero and fm takes values of 60Hz and 120Hz. The 
sum of the in-phase and quadrature terms at the 
output of the inverse fast Fourier transformation 
(IFFT) forms the complex Rayleigh fading 
waveform RN−1(t). The waveform has a Rayleigh 
distributed amplitude and a uniformly distributed 
phase in the interval [0,2π). The r.m.s value of 
the envelope is normalized to one. This 
normalization ensures that the average signal 
energy is not altered when passed through the 
channel simulator. This complex, normalized 
waveform is denoted as RN−1(t) in Fig. (2). These 
Rayleigh waveform generators are used to 
generate each of the Rk(t) in Fig. (1) where k is 
from 0 to N-1. The waveform R(t) in Eq. (2) is 
obtained by taking only the envelope component 
(i.e. R(t)=|RN−1(t)|) of the complex fading 
waveform generated in Fig. (2). 
 

Delay of the
2nd path τ1

Delay of the
Nth path τN-1

R0 ( t )

R1 ( t )

RN-1 ( t )

n ( t )

r ( t )

S ( t )

Fig. (1) Frequency-selective channel model 
 

Generate N/2
Gaussian noise

samples
H( f )=   SE2( f ) IFFT

Generate N/2
Gaussian noise

samples
H( f )=   SE2( f ) IFFT j

RN-1(t)

Fig. (2) Generation of a Rayleigh fading waveform 
 

The wavelet representation of a signal s(t) is 
given by [16]: 
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where ψ(t) is the wavelet function [17]. 
The resolution limited approximation of a 

signal s(t) is given by 
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where the function an
m+1 produces the 

approximation coefficients obtained by the 
projection of s(t) onto the basis functions: 
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The approximation and wavelet coefficients 
can be calculated at any scale by: 
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where h(−n) and g(−n) are the low-pass and 
high-pass filters in the associated 2 channel 
analysis filter bank. Eq.s (10a) and (10b) 
represent the fast wavelet transform (FWT) 
needed to compute the discrete wavelet 
transform (DWT) in Eq. (8) and Fig. (3) shows 
the analysis filter bank corresponding to the 
DWT. 

Fig. (3) A two-channel analysis filter bank used to 
compute the DWT 
 

Conversely, it is possible to reconstruct the 
approximation coefficients an

m using the 
following equation: 

∑ −+−=+

l

m
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m
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m
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The reconstruction process is shown in Fig. 
(4). This is the inverse FWT (IFWT) needed for 
computing the inverse DWT (IDWT) in Eq. (8b). 
In Fig. (4), h(n) and g(n) are the low-pass and 
high-pass synthesis filters. The low-pass filter 
(h(n)) satisfies the following orthogonality 
condition: 

∑ =−
n

kknhnh )()2()( δ (13) 

The highpass filter is obtained from the low-
pass filter by: 

)()1()( nNhng n −−= (14) 
where (N+1) is the filter length. 
 

Fig. (4) A two-channel synthesis Filter bank to 
compute the IDWT 

Together, Eq.s (11a), (11b) and (12) form the 
DWT and the IDWT. These discrete time 
algorithms with filter bank implementations are 
used in wavelet modulation. 

The wavelet modulated signal to be 
transmitted, s(t), can be generated by: 

)()( atyats H−= (15) 
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where x[n] is the data that is modulated onto the 
wavelet at different scales β=22H+1 where H
refers to the degree of the homogeneous signal. 
A homogeneous signal y(t) satisfies the self-
invariance property: 

)()( atyaty H−= (16) 
where a>0 [1]. I take H=−1/2 so that β=1. Note 
that s(t) is completely specified by x[n]. 
Contrarily, x[n] is referred to as the generating 
sequence for the transmitted signal s(t). 

In a practical system, x[n] is modulated onto 
a finite number of contiguous, octave-width 
frequency bands (i.e. m has finite limits and there 
are a finite number of scales available). 
Consequently, the transmitted signal s(t) is given 
by [17]: 

∑∑
∞

−∞= ∈

− −=
n Mm

mmm ntnxts )2(2][)( 2/2/ ψβ (17) 

where M is a finite set of contiguous integers. 
For the data to be recovered at rate 2m, the 

smallest baseband bandwidth that can be used is 
2m+1Hz. This results in a bandwidth efficiency of 
ηF=0.5bits/sec/Hz, which represents a 
disadvantage of wavelet modulation when 
compared to traditional modulation techniques 
like differential quadrature phase shift keying 
(QPSK) or 16-QAM with bandwidth efficiencies 
of ηF=2.0bits/sec/Hz and ηF=4.0bits/sec/Hz, 
respectively. 

However, wavelet modulation has an 
advantage over traditional modulation techniques 
in its novel multirate diversity. For instance, in 
wavelet modulation, if some frequency bands are 
corrupted, then the message can still reach the 
receiver on one of the uncorrupted frequency 
bands (i.e. scales). Hence, wavelet modulation 
works well in fading environments where other 
modulation techniques suffer poor performance. 
In other words, only one copy of the message 
needs to get through. 

These simulations have been carried out for 
two different sets of scales. Therefore, the scale 
parameter m takes on two sets of values as 
follows: 

1. m ∈ M where M={10, 11, 12, 13}; this 
corresponds to a data rate of Rb=1024bps for 
binary data at the coarse scale (m=10) and 
Rb=8192bps at the fine scale (m=13). For 
demodulation at the receiver, a baseband 
bandwidth of 2m+1Hz is required [1]. 
Consequently, demodulation at scale m=13 
requires a bandwidth of 213+1=16 kHz. 

2. m ∈ M where M={14, 15, 16, 17}; this 
corresponds to a data rate of Rb=16.384kbps for 
binary data at the coarse scale (m=14) and 
Rb=131kbps at the fine scale (m=17). 

The data to be transmitted takes on one of 
two equally probable values: 

},{][ bb EEnx −+∈ (18) 
where Eb is the energy per bit. 

By comparing Eq.s (8b) and (15) and 
remembering that β=1, I note that the wavelet 
coefficients of s(t) correspond to the data x[n]. 
Thus, x[n] is used instead of sl

m in Eq. (12) to 
obtain the approximation of s(t) at scale m+1. 
Note that to compute the transmitted signal s(t) I
use the IFWT (Eq. 12) instead of Eq. (17), where 
an

m+1 is the approximation of s(t) at scale m+1. 
The data to be transmitted (x[n]) is split into 

blocks of length L=1024. To begin the generation 
of s(t), I begin at the coarse scale m=10; the data 
is convolved with the filter coefficients of the 
highpass filter, g(n). Eq. (12) is simplified to: 

∑ −=
l

ln xnlga 1011 )2( (19) 

where xl
10, the data to be transmitted at scale 10, 

is given by the vector: 
xl

10 = x = [x[0], x[1], . . .x[1023]] 
Twice the amount of data is required to 

modulate the data onto the next higher scale. A 
periodic replication of the data results in: 

xl
11 = [x x] = [x[0], x[1], . . . x[1023], x[0], 

x[1], . . . x[1023]] 
Then an

12 (the approximation of s(t) at scale 
12) is obtained by Eq. 12 as: 

∑ −+−=
l

lln xnlganlha 111112 )2()2( (20) 

A view of the transmitted signal in the time-
frequency plane is shown in Fig. (5). At scale 11 
there is twice the amount of data at scale 10. Eq. 
(20) is repeated until the coefficients at scale 14, 
an

14, are obtained. These coefficients are iterated 
through the filter bank again with xl

m=0 until 
approximation coefficients at scale 17 (an

17) are 
obtained. This results in a close approximation to 
the signal s(t) with a sampling rate of 131072 
samples/sec and this signal is then transmitted 
over the channel to the receiver. 

Fig. (6) presents a block diagram for the 
implementation of the wavelet modulation 
simulator. The IDWT (implemented using the 
IFWT) performs the function of the transmitter 
and the DWT (implemented using the FWT) 
performs the function of the receiver. The 
decision device estimates the transmitted bit 
from the received data. If the received data is 
greater than zero, then the transmitted bit is 

bE+ ; if not, then the transmitted bit is 
bE− .

The data comparator/verification step compares 
the received data with the transmitted data and 
determines the error rate. An error occurs if the 
received bit does not match the transmitted bit. 
In practice, the output signal s(t) would be 
multiplied by a carrier at some pass-band 
frequency (ωc) to obtain the band-pass signal. 
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Fig. (5) Time-frequency portrait of the transmitted 
signal s(t). [x] represents data blocks of length 
L=1024 bits 
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Fig. (6) Block diagram of WM simulator with an 
additive white Gaussian noise channel 

The scaling constants α0 and α1 in Eq. (3) 
were 0.707 and 0.707, respectively, to give a 
main (carrier) ray to secondary (delayed) ray 
power ratio of 0dB, i.e. 

E{α0
2R0(t)2}E{α1

2R1(t)2}=1            (21a) 
or 

C/D= 0 dB              (21b) 
where C is the power in the main ray and D is the 
power in the delayed ray). The channel 
coefficients are normalized such that the average 
signal energy at the input to the channel is the 
same as the energy at the output. Recall that τ in 
Eq. (3) is 0.5TSi, where 12≤i≤17 (TSi refers to the 
bit period at scale i) and τ and στ are related by 
στ=τ2. The r.m.s delay spread was varied from 
1.9µs (τ=0.5TS17) to 61µs (τ=0.5TS12). Coherent 
demodulation was performed at the receiver for 
all transmitted scales. 

For Gaussian distributed noise, the error 
probability can be calculated using the Q
function defined by [18]: 

∫
∞








 −=
x

dttxQ
2

exp
2
1)(

2

π
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The function Q(x) represents cumulative 
values of the Gaussian distribution. 

The SNR of the channel at the receiver is 
usually the factor that determines the ease with 
which signal can e recovered. However, for a 
digital signal, it is the energy per bit and how 
much bandwidth is used, rather than the average 
signal and noise powers, that are the critical 
factors in determining how much of a problem 
the noise might cause. Hence, the ratio of signal-
power-to-noise-power is better described by the 
ratio of signal energy per bit to thermal noise 

power per Hz (Eb/N0) where Eb=S/K is the ratio 
of the signal power S to the data rate K (not the 
signal element rate), N0=N/B is the noise power 
per Hz, where N is the total noise power and B is 
the bandwidth of the channel. Hence, Eb/N0 is a
measure of the worth of a channel used for 
digital signals, just as SNR is a measure of the 
worth of a channel used for analog signals.  

For unipolar signaling, the bit error rate 
(BER) and Eb/N0 are related by [18]: 











=

0N
E

aQBER b (23) 

where a is a constant determined by the line 
coding scheme. 

 
3. Results and Discussion 
The inter-symbol interference (ISI) adversely 

impacts scales 16 and 17, but affects scale 14 to 
a comparatively lesser degree. Scales 14 and 15 
show better performance than BPSK. This 
unique characteristic of wavelet modulation can 
be exploited to obtain better BER performance in 
mobile environments. For instance, if the worst 
case delay spread (στmax) of a particular 
environment were known, then the demodulation 
would be performed at the scales where the 
channel is flattest (i.e. scales where TSi≥10στmax). 

Now consider four different scales; scales 10 
through 13 are transmitted over the frequency-
selective channel. The r.m.s delay spread is 
15.3µs which is 0.125TS13 (τ=0.25TS13). Fig. (7) 
depicts the BER performance. Scales 10 and 11 
show error floors lower than 10−2. Scales 12 and 
13 display poorer BER performance since the ISI 
is larger at those scales. 
 

Fig. (7) Bit Error Rate (BER) vs. Eb/N0 in a frequency 
selective, slow fading channel with fd=60Hz and 
στ=15.3µs=0.125TS13 (τ=30.5µs=0.25TS13)

Further simulations were performed for larger 
r.m.s delay spreads. Fig. (8) shows the BER 
performance for all scales when the r.m.s delay 
spread is 0.25TS12 (τ=0.5TS12). In Fig. (8), scales 
11, 12 and 13 perform poorly while scale 10 
shows a slightly better performance. 
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Furthermore, scale 13 has a lower error floor 
than scale 12. 
 

Fig. (8) Bit Error Rate (BER) vs. Eb/N0 in a frequency 
selective, slow fading channel with fd=60Hz and 
στ=61µs =0.25TS12 (τ=0.5TS12)

When comparing both figures to each other, a 
gradual degradation of performance is seen for 
scale 10 demodulation as the delay τ is increased; 
scale 10 shows the best performance in Fig. (7) 
(i.e. for στ=0.125TS13) and the worst performance 
in Fig. (8) (i.e. for στ=0.25TS12). This is due to the 
increase in ISI for scale 10 data as the delay 
between the paths is gradually increased. At 
στ=0.25TS12 (Fig. (8)), the second ray is delayed 
by half a symbol at scale 12 resulting in the 
distortion of the received signal at that scale and 
at scale 10 (due to ISI) from which the receiver 
cannot recover. 

Furthermore, assuming a minimum BER of 
10−2, it is observed that the number of scales that 
can be used for demodulation decreases as the 
value of τ is increased. In particular, for 
τ=0.25TS13 (Fig. (7)), scales 10 and 11 can be 
used for demodulation. Hence, an intelligent 
selection of demodulation scales at the receiver 
can result in superior BER performance. 

 
4. Conclusions 
When the delay spread of a particular 

environment is known, the demodulation would 
be performed at the scales where the channel is 
flattest. It was observed that the number of scales 
that can be used for demodulation decreases as 
the value of the mean excess delay is increased. 
Since the results for the 120Hz channel do not 
vary appreciably from that which was observed 
for the 60Hz channel, it can be concluded that 
the limit on the BER is due to the ISI in a 
frequency-selective channel. 
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