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ABSTRACT

The design and implementations of a mobile target tracking system using
fidld-programmable gate array (FPGA) are presented in this work. The idea of
variable dimension (VD) filter which is used for tracking the nonmaneuver and
maneuvering target is simplified and demonstrated by the FPGA implementations.

In general, the VD filter consist of two different Kalman filter dimensions and
the fading memory detection scheme. In this tracking agorithm, the first Kalman
filter is operatesin its normal mode in the absence of any maneuvers, at sametime,
from the property of the innovation sequence and state estimates of this filter, the
fading memory detector switch is used to determine that a maneuver is occurring,
once a maneuver is detected the second augmented Kalman filter which uses a
different state model is used to track the target in maneuvering motion course.

In this paper, the single Kalman filter is used to replace the second
augmented filter of the VD algorithm, in this case when the maneuver is occur, the
single filter is used in parald with the first Kaman filter to track the target in
maneuvering motion course without modifying the operation of the first Kalman
filter. This step will simplified and reduce the calculation of the VD filter.The
implementation for this system using FPGA will discussin details, it will resulted
to implement alow cost and mobile tracking system with high flexibility. Many of
the genera results presented in this paper are aso useful for performance
evaluation of this ssmplified variable dimension (SVD) filter algorithm as a
compared with the VD filter agorithm.

Keywords : Target tracking, VD Kaman filter, FPGA implementation, Hardware
design, Fading memory detection, Non-maneuvering and maneuvering.
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INTRODUCTION
arget tracking is a significant problem in field of object recognition and
tracking. This problem is more challenging due to involvement of compute
intensive loops asserted in the process of recognition and tracking of object. In
most target detection algorithms difficult thing is to optimize the algorithm in time
and space simultaneously.

The non-maneuvering and maneuvering conditions are usually gives a good
accuracy in the tracking systems. Both non-maneuvering and maneuvering conditions
are usualy existed with together in a radar tracking system [2]. The use of the
nonmaneuver-base filters (NMFs) and maneuver-base filters (MFs) corresponding to
the actual target motion is complicated by the lack of knowledge of both the
maneuver magnitude and the maneuver onset and ending times [3]. Severd
approaches have been used to solve this problem [3-12] and one from the most using
solvesisthe variable dimensions (VD) filter [1].

The VD filter is a particular type of innovations based adaptive filter, which
consist of both the NMF and the MF; the intermittent use of either filter is determined
by a decision mechanism [3]. If Thisfilter applied with spherical coordinate instate of
Cartesian coordinate, then the NMF is a two state Kaman filter which is operate in
the normal condition (when the target is not under maneuver condition), a same
time thisfilter provide the detector (the fading memory detector) with the innovation
sequence which help to detect the existence of the maneuver, once a maneuver is
detected the second augmented Kalman (three state) filter which uses a different state
model is used to track the target in maneuvering motion course (see Fig.(2)). The
VDF may provide rather good performance with efficient computation.

Since target tracking filters in real-time requires dedicated hardware to meet
demanding time requirements. Modern field programmable gate arrays (FPGAS)
include the resources that are needed to design such efficient filtering structures. This
mediawill give aportable, high speed and low cost system.

In this article, the VDF is smplified by use a single Kalman filter and the
modification to the two state Kalman filter to track the maneuvering target instead of
the augmented three state filter then the hardware design implementation for the
simplified VD filter (SVDF) by the field-programmable gate array (FPGA) is
presented. This article will shows the practical steps to solve of the design problems
for this system under FPGA to satisfy a low cost and high speed portable tricking
system.
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This paper is organized as follows. The next section explains the simplified
variable dimension filter, while section 3 give the reduce SVDF equations, section 4
that outlines the hardware design for the SVDF by FPGA. The system cost and delay
calculations are presented in section 5 and the implementation of the system using
FPGA presented in section 6. In section 7 some comparative simulation results are
presented to highlight the performance for the VD and SV D filters and improvement
obtained by using these approaches. The sections 8 and 9 are the discussions and
conclusions for the results of this paper respectively.

The Simplified Variable Dimension (SVD) Filter

In this paper, the suggested SVD filter in Fig.(1) is consist of two Kaman
estimator with fading memory detection scheme (FMD), the first one is two state
Kaman filter used to estimate the position and the velocity when the target in
nonmaneuveing course, from the property of the innovation sequence and state
estimates of this filter, the FMD switch can be worked, while the second filter (the
acceleration filter) which depended on the residual sequence of the first filter, is
single Kalman filter and it is used in parald of the first Kalman filter to estimate the
acceleration and the new estimate to the position and velocity of the maneuvered
targets without modifying the operation of the first Kalman filter.

The VD and SVD filter that used in this paper is applied with spherical
coordinate instate of Cartesian coordinate. The following subsection gives the details
of each part in Fig.(1). The operations details the simulation examples for the
suggested tracking a gorithms are given in the following subsections.
Non-Maneuvering (Two state) Filter

The target state is defined in the measurement vector (such as range, bearing
and elevation in radar system) direction. Then, the tracking filter may work separately
in each direction approximately [5]. One single direction (like range) operation is
described in the following.

Acceleration
o Filter
A A
RK) Pk T 11
K(K), s/ U(K),V(K)
FMD Switch Gk / k) ,Guk)
™ Detector [ | Device
Measured
Range R(K) YYVY

4\((‘(),? Two State Kalman
+ _ H)A((k/k- 1 Filter

Figure.(1):the block diagram for the SVD filter.

When the target is moving in non-manewering course, the target motion and the
measurement can be modeled as a constant velocity model by a state with two

dimensiona vector (X =[r v]")with some process noise that models slight changes
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in the velocity, the target process model discredited over time interval of length T is
[6].

X (k +1) = F X (k) + GW (k) (1)

Y (k) = HX(k) +V (K) ...(2

a T /20
F=g .G G=a ¢ H=[L 0
@ 14 &

Where

F :  transition matrix.

X(K): the state vector consisting of the radial range and range rate components
denoted by r(k) and v(k) respectively.

Y(K): measurement data, the observation (the range measurement) from the radar
system.

H : theobservation matrix.

W(k): random acceleration process.

V(K): the measurement noise.

W(k) is modeled as a white Gaussian noise with zero-mean and covariance matrix
Q(Kk) defined as:

WKW (i)} =QKd(k - j) --(3)

Where d(.) isthe Kroneker-delta function.
The covariance matrix Q (k) is defined by [13],

. . &2/ T/
o) =q e ed_go1e /3 Vo (8
T8, q,i7% e, 1y
eqzl 2 U e/2

where q is the spectral density of the continuous white noise change in acceleration

processand s, isthe variance of the change in accel eration noise.
The measurement noise V (k) is modeled as an independent white Gaussian

process with zero-mean and variance (the error of the measured range) s ” defined as;
EV (VT (0} =s (k- ) ...(5)

The noise process W(k) & V (k) are uncorrected (i.e. E{W(k)V (j)} =0for dl j and
K) .
The two state Kalman filter equations can be described by the following state
space equations:
Filter state prediction:

X(k/k-1)=FX(k-1/k- 1) ...(6)
Error covariance prediction:

P(k/k-1)=FP(k-1/k-1)F T +Q(k) (7
Filter gain:

K(k)=P(k/k-1)HT[HP(k/k-1)H ™ +s ?]"* ...(8)
Filter state update:

X(K/K) = X(K/k-1)+K(K[Y(K)- HX(K/K- 1] ...(9)
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Error covariance update:
P(k/k)=[l - K(k)H]P(k/k- 1) ...(10)

Thetwo state Kadman isinitialized as
(0/0) = y(0)

and

v(0/0) =[y(® - y(O1/T

where y(0) and y(1) are, respectively, the first and second received sensor
measurements.

Whileinitial estimation error covariance for this coordinate is then:

€s? s2/T U

0/0)=a ' ' '
P(0/0) SZ/T 252/T?

2.2. Fading Memory Detection (FMD) Scheme

A simple fading memory average of the innovations from the two state
Kaman filter is computed as follows[1]:

L(k)=a.L(k- 1 +d(k) .. (1)
with 0 <a, <1and
d(k) = RT (k)N *(k)R(k) ... (12)
R(K) isthe“innovation process’ of Yk),
R(k) =Y(k) - H)Z(k/k- 1 ... (13)
which is zero mean and variance given by;
N(K)=HP(k/k-1)HT +s ? ... (19

Since d(k) is under the Gaussian assumption chi-squared distribution with n,
(dimension of measurement) degrees of freedom. The effective window length (M) of
the fading memory average over which the presence of amaneuver is[1];

M=+ ... (15)
1-a;

Accept the hypothesis that a maneuver is taking place if L(k) exceeds a
certain threshold [1].

Here in this paper two threshold are used, | ,is the first oneand | , is the

second threshol d.

2.3. The Second (Acceleration) Kalman Filter
When a maneuver occurs, an acceleration item Bu is applied in Eq.(1) such
that the target process moddl in Eq.(1) Becomesas below [ 5,6 ]:

X(k/K) =F X (k) + GW(K) + Bu(k) ... (16)
Where B is acceleration transition vector defined by[6],
B=[T%2 T]' ..(17)
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u(k) is the unknown acceleration term, this term can be deemed as either a random
signal or adeterministic signal. Here we consider it as arandom signal that influences
the system dynamics. The dynamics governing this random maneuver termis[14].

u(k) =u(k - 1) + G,W, (k) ... (18)
The W, (K) is uncorrelated white Gaussian sequence with zero mean and
variance given by [6]:

E{W, (W, (1)} = Q,(K) ...(19)
The state measurement model which definein Eq.(2) is become,

Y (k) = HX(K) + Cu(k) +V (k) ...(20)
with c=T°/ , while H & V(K) isdefine previously.

2 1

The Equations for the acceleration filter stepsare[6]:
Filter accel eration estimate:

a(k/k) =d(k/k- 1) +k,[R(Kk) - S(k)t(k/k- 1)] ...(21)
Acceleration error variance prediction:
P(k/k-1)=P,(k-1/k-1)+GQ,(k)G". ...(22)

Acceleration filter gain:

K, (K) = P, (k/k - DS(K) [SK)P, (k/ k- DS(K)" + HP(k/k- DHT +s 2] .(23)

Acceleration error variance update:
P (k/k-1)=[1- K,(K)S(K)]P,(k/k- 1)
Sensitivity matrices:
S(k) =HU (k) +C
UK)=FV(k-1)+B
V (k) =[1- K(k)H]U (k) - K(k)C

The acceleration Kalman filter isinitialized as

a0/0)=0

and

P,(0/0)=[.01]

Whileinitial valuesfor the sensitivity matrices U(k) and V (k) are assumed zero.

2.4. The Relation Between the First and Second Filters
The estimate of u is used to compensate the output of the two state Kalman
filter by the following equation [6, 15];
X, (k/K)=X(k/K) +V (K)G(k/K) ... (29)
P, (k/k) =P(k/k) +V(K)P,(k/k)V " (k) ... (29)
3. Reduce the Equations of the SVD Filter
Thefirst step in reduce the equations in each part of the SVD filter isto refer

to each of the present and the previous error covariance, filter gain, filter state
element, the sensitivity matrices, the new filter state element, filter acceleration as
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P:gpn Plzt:’ K (k) = EK 3' XA =§X18’ - u V_g\\jl - and u u with
8P, Py eKzu qu gJ

these equations. Hence, the first two state Kalman filter equations in the SVD can be
reduced to only three equations by substitute the predicated state Eq.(6 ) in Eq.(9)
and the predicted error covariance Eq.(7) in Eq.(10) after redress each of element of
Q(K) in Eq.(7) and the ement of H matrix in Eq.(8), Eq.(9), and Eq.(10), therefore
the two state Kaman equations becomes as below;

Filter gain:
éKu_ 1 €q*qy) +[R, +TR, +T(R, +TR,)Iu (30
=————3&

ngH Fil+sr2é (9% 0,) +[Py +TR,] H

Filter state:

exX,u_eX, +TX, +K * (Y- (X, +TX,))u

&, u=é N G ...(31)

exzﬁ e x2+K2 (Y'(X1+Tx2)) u

Error covariance:
é(l Kl)*{(q*q11)+ - Kl)*{(q*q12)+ l;l
QP +TP, +T(R, +TR} [P, +TR,) g

éP, Plzu é U

A =a 1...(32

. PUT8 K, *{(a* gy + . ---(32)
e - {(q Q12)+(P12 +TP22)}U
gP, +TP, +T(P, +TP,)]} [(q 0)+P.] u
& (0% ) + (P, +TP,) 2 i

In other word, the FMD equations can be summarized in the following single
equation:

(Y' Xl)*(Y_ X1)

L=(@; +L)+
(F ) (P11+Srz)

(33)

The initial value for L(k)=0, while the second Kaman filter and the new
estimation state equations can be reduced to the following equations after remove the

C from Eq.(25) and the term(C*K(k)) from Eq.(27) in addition to neglected the
Eq.(29) from these calculations:

Filter acceleration estimate:

u=u+k,J[R- (U, *u)] ...(34)
Acceleration filter gain:
_ (R,*U)
TR U (R s -3
Acceleration error variance:
=[1- (K,*U)I* (R, +Q,) ...(36)

Q, =constant value
Sensitivity matrices:
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dU,0_ &/, +(T*V,)+(0.5*T?)u
S v
eu_e (I- K)*u, u
L0 &-K,*U)+U,4
ex,u_ex, +(v;*u)u
X, 0 &X, + (v, *u)y

4, The Design of variable dimension (VD) filter using FPGA

4.1 Problem Definition

(37)

.(39)

...(39)

The goal of thiswork isimplement a portable tracking system with low price.
Thefirst we will think to use FPGA devices because it is aportable and low price.

»| Augmented
Kalman Filter |
R(k) A
InitialiZation R
X (k/k)
FMD |, | Switch
Detector Device
Measured 4
Range RK)
_Y(k), _ Two State Kalman
+ Filter

Figure.(2):the block diagram for the variable dimension (VD) filter.

The deep analysis for the tracking system in Fig.(2) show that this system required to
about 35,532 cells asin table (1). Let an approximation cost for the basic elements|[]
in this system as 16-bits are adder, multiplier, divider and other elements (such as

comparator, MUX).

Table (1a): Therequirements of the system in Fig.(2).

Component Adder Multiplier Divider | Other eements
2D filter 33 14 1 20

3D filter 65 27 1 35

Other system components | 3 2 0 67

Total system 101 43 2 122
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Table (1b): Theapproximation cost of the component in FPGA cells.

Component cost Adder Multiplier Divider | Other elements
Cost/ cells 40 600 1000 40

Table (1c): The approximation cost of the system in FPGA in cdlls.
Component | Adders Multipliers | Dividers | Other Total | Rational
cost cost cost cost elements | cost cost

cost

2D filter 132 8400 1000 800 10332 | 29%
3D filter 2600 16200 1000 1400 21200 | 60%
Other system | 120 1200 0 2680 4000 | 11%
components
Total system | 4040 25800 2000 4880 35532 | 100%

The basic analysis for this system shows that. The system is huge and slow
while the FPGA chips are fast and limited. That is like move a mountain from rocks
to 1000 meter using small fly.

There is no direct solution for this problem, but it required to a novel and
complex solution. The proposed solution has three levels:

1- The mathematics and physical level. This level will reduce the mathematics
equations for the system with save its physical specifications.

2- The simulation level. The main target for this level is reducing the databus
for minimum as possible with acceptable additional error.

3- The implementation level. In this level we will select low cost digital
componentsto reduce the total cost of the system.

The Mathematics and Physical Level

This section discusses how the total system complexity can be reducing with
same output result by the simplified variable dimension (SVD) filter that shown in
Fig. (1). This solution will eliminate the 3D filter that has the great part from the cost,
soitin result will reduce the total cost asin table 2.

Table (2): Theapproximation cost of the systemin figure (1).

Component Adder | Multiplier | Divider Other FPGA Rationa
elements cost/ cost
cells
2D filter 33 14 1 20 10332 49%
Acceleration 7 6 0 13 4400 21%
filter
FMD detector 3 2 1 0 2320 11%
Other system 3 2 0 67 4000 19%
components
Total system 46 24 2 100 21052 100%
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The new cost for this level is less than 60% from the cost of the system in
table (1c). That is mean thislevel reduce the cost of this system without any reduction
initsefficiency or in its accuracy.
The Simulation Level

This level fox to reduce the databus for the system but the reduction for
databus will increase the error in the output and in result reduce the accuracy of the
output results. The additional error in this level must remain less than the effective

values.

This level depends on the following procedure:
1- Cadculate the values of the variables and constants in the system and detect
the output sensitivity for these values.
2- Giveinitia databus for each value.
3- Simulate the output for new databuses.
4- Usetry and error to find acceptabl e results with minimum databus width.
5- The databuses will limited to use three values 8, 12 and 16 bits.
Theresult for thislevel are summarize in table (3).

Table (3): Theresaultsof thesimulation level with the maximum error.

Component | Variable Range Databus/ Maximum
bits error
system X, 0 to 5* 10° meter 16 38
X, 0to 10* m/sec 16 38
P 0 to 10* 12 1.22
K Otol 8 0.002
T Scalar value 1 sec. --
S, Scalar value like 100 meter 8 0.2
S, Scalar vauelike 5 m/ sec’ 8 0.2
s ., Scalar value like 20 m/ sec® 8 0.2
2D filter L Oto 7,000 12 9
N 0to 710° m 12 9
R 0to 6,000 m 12 9
d 0 to2*10° 12 9
I, Scalar valuelike?.5. 8 0.2
[, Scalar valuelike 11.04 8 0.2
a. Scadar value canbefromOto 1 8 0.2
FMD Vi, Oto 21 12 0.014
V, Oto7 12 0.014
U, Oto28 12 0.014
U, 0to8 12 0.014
P, 0to 110 12 0.014
Ky Oto 0.05 8 0.0001
second filter u 0 to 60 m/sec? 8 0.1
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The Implementation Level

This level work to reduce the cost of each element in the system separately to
reduce the total cost. This level will depend on the low processing speed of the
system (1 sec) and the high speed of the FPGA (few nsec) to implement a low cost
and low speed components and circuits in view of FPGA but this components are
suitable speeds for the system. This level will discuss a four main component called
basic component as in sub-section 5.3.

The System Cost and Delay Calculations
The Cost Calculations of the Components

The calculation of the cost is simple and the hand calculations are similar to
the result of the hardware implementation in 1SE 4.1i with error is +2% in maximum.
The additiona error comes from the long paths in the routing implementation that
needs to connection points. []

The cost of the small circuit is very simple as in []. While the total cost of the
complex system isthe sum of the costs of the componentsinit.
The Delay Calculations of the Components

The calculations of the delays of the components are very complex. The hand
calculations like the result of the hardware implementation in ISE 4.1i with error
reach to about +20%. The high error comes from the paths in the long routing
implementation.

The delay of the small circuit is simple calculations as in []. While the delay
of the complex system require to draw the circuit and estimate the longest path, then
sum the maximum delays of the cascade connection components to find the
maximum delay ( longest asynchronous path) in the system. The total delay will
calculate asin Eq.(40).

total delay = L* t + Et ... (40)
When L :isthelongest path measured in cell delay
t :the cell delay, it is approximate value as example cell delay for XC2V1000 is
1.5 nsec.
Et: is the additional time delay add because the long paths in the system. This
valueis not fixed and increase with complexity of the system.

The Cost and Delay Calculations of the Basic Components
The basic components that will usein this system are:

1- Adder: The basic used adder is a 4-bit ripple with carry lookahead asin Fig.(3) that
required to 10c with 4d for the output and 2d for the last carry. The 8-bit adder
implements using two units from the 4-bit adder, the 8-bit adder requires to 18c and
6d. The same way will use for the 12-bit adder that require to 28c and 8d, and the 16-
bit adder that require to 38c and 10d.
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t e

bo-b3—> 4-bitcary
a0-a3__| lookahead
b3y Ff\ 3
a3 —>
b2—> Ffa\ _SE
sl
bt—> F
L
FA L 5
a0_>

Figure.(3): Thedetails of the implementation for the 4-bit adder.

2- Multiplier: The basic used multiplier is a paralel shift and adds 8x8-bits multiplier
(8-bit mult. for simplicity) that required to 200c and 22d. The 12-bit mult. require to
466¢ and 38d, it implements using same techniques for 8-bit mult.. The same way
will use for the 16-bit mult. require to 860c and 57d.
3- Divider: The divider will implement directly asa LUT that requireto 2"¥c and 1d.
4- Other components: the other components are n-bit complement that required to n
cell with 1d, n-bit switch that required to n cell with 1d and n-bit registers that
required to n cell with 0d.
6. The Implementation Details

The details of the design of the system will repeat the system in Fig.(1) in
hierarchical form asin Fig.(4).

vy

—_—r - —— U2

Uil [ uU12

U3

Figure. (4): The blocks of the implementation for the system in
Fig.(1).
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This figure has 4 unit assigned as UO-to-U3. The units U1-to-U3 are like the blocks
units in Fig.(1), while the unit UO is the control and initial values and it service and
control for al other unitsin the system.

6.1. The Cost and the Delay of the Unit Ul

in Fig.(3) with the following details:

This unit is the service unit for the system; it has three sub-units connected as

U1l is the FMD block shown in Fig.(2). The design details show it has six sub-

units as in table (4) and connected as in Fig.(5). This sub-unit required to 4914
cellswith total delay is 132 cell delays.

and 1 d. in result this sub-unit require to 48 cell and 1d delay.

U13isal16-bit adder with total cost is 38 cellsand 10d delay.
Theunit Ul hasatotal cost is5012 cellsand over al delay is 143 cell delays.

U12 is4 paralel groups of switches each one has 12-bits that required to 12 cells

Table (4): Thesmplified equations, the costsin cellsand the delaysin cell delay
of the sub-unit U11.

Sub- | Equation Components Totd cost Tota
unit delay
Ulll | R=Y - X, 16-bit adder 38 10
U112 | N = P,+s? 12-bit adder 28 8
Ull3 | d = R*R*1/N 2x16-bit mult., | 860+3072+860 | 57+57

12-bit divider =4792 =114
Ull4 | | (k)=a, +L(k-1)+d 2x12-bit adder, | 28+28+12 8

12-hit registers | =68
uila (PMD | - 4926 132

- * - |
L=@;+L)+ - X,) (Y2 Xy
(Pll +Ss r )
(9}
Y I [ T T
| ' U114 Dl
X1, . FF :
- Ulll |R U113 ! v :
> * 1 |
| L
+ > LUT | d i

P11 vilz ol —> + —>

f,
s

Figure.(5): Thedetails connections of the unit U11.
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The Cost and the Delay of the Unit U2
This unit is the acceleration filter in the system; it has three sub-units as
follows (Fig. (6) Shows the details connections of the unit U2):

K

u24

u25

2 V

U K
v v v «
R —™ u21 u uU26 »>
) u 4
S «
0 u22 >
u u23 R
K| Pu

Figur.(6): Thedetails connections of the unit U2.

Table (5): Thesmplified equations, the costsin cellsand the delaysin cell delay

of the unit U2.

Sub | Equation Components Total cost Total delay
unit
U2 | u=u+kJ[R- (U,*u)] | 12-bit mult,, 8-bit | 466+200+2 | 38+8+22 =68
1 mult., 2x12-bit | *28+12=73
adder, 12-bit | 4
registers
U2 | T=P*U, 2x12-hit adder, | 2¢28+2*46 | 38+38+8+1=
2 T 2x12-bit mult., 12- | 6+256=124 | 85
K, = bit divider 4
[U,*T)+(P, +s/)]
U2 | P, =[1- (K,*U)]* (P, +| 2x12-bit mult., | 2*466+2*2 | 38+38 =76
3 12-bit adder,  12- | 8+12=1000
bit complement
U2 | @J,u &, +V, +050 3x12-bit adder 3*28=84 28
4 &, U= é (
.0 & V+l g
U2 | ev,u éUu,*(1- K)u 2x12-bit mult, | 2*466+2*2 | 38
5 é\/ ‘J_ﬁJ S K. *U 1] 12-bit adder,  12- | 8+12=1000
€=U 2 =1l pit complement
u2 éx,u_ éx, +(V,*u)u 2x12-hit mult., | 2*466+2*2 | 38+38
6 é u- é 2x16-bit adder 8=988 =76
&0 & +(V,* U)u
U2 | Accderdtionfilter | ----- 5050 199
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The unit U2 has atotal cost is 5050 cells and over al delay is 199 cell delays.
The Cost and the Delay of the Unit U3.

This unit is the two states filter in the system; it has seven sub-units as
follows (Fig. (7) Shows the details connections of the unit U3):

» u3xs K
P - U3l F |
usz | H
Q u32 G
—> >
Y K
H K —» A
LA uza M us KX
F X —> >
> uzzr P .
G

Figure.(7): The details connections of the unit U3.

Table (6): Thesimplified equations, the costsin cellsand the delaysin cell delay of

the unit U3.
Sub-unit Equation Components Total cost Tota
delay
U3l | U311l | f1= P,+P,+P,+P, 3x12-bit adder | 3*28=84 8+8=16
Usi2 | f2= P, +P, 12-bit adder 28
U33 | f3=P,+P, 12-bitadder | 28
Us2 | U321l | g1=qg* Oy 12-hit muilt. 466 38
U322 92=0* gy, 12-bit mult. 466 38
U323 | g3=q* Oy 12-hit mult. 466 38
U324 g4=0*d,, 12-bit mult. 466 38
U33d | U331 | hi=fl+gl 12-bit adder 28 8+38'=46
U332 | h2=f3+¢g2 12-bit adder 28 8+38'=46
U34 | U341 | ml=x +X, 16-bit adder 28 8
U342 | m2=Y-ml 16-bit adder 28 8+8'=16
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Continuation Table(6)

2x12-bit mult., | 2*466+256 | 38+46 =8

U35 | a o ; A
K, u é h u ot T
A 1L'J: 1 ~& g | 12-bit divider, | +2*28 4
&1 P,+S €983+ T20 | 2x12-bitadder | =1244
r
uU36 2x16-bit mult., | 2*860+2*38 | 38+16 +8
éx, 0 éml+ K, * m2y 2x16-bit adder | = 1796 =62
é, y-é !
&0 8, +K,*m2j
u37 g1- K)*h (1- K)*h2y 4x12-bit mult., | 4*466+4*28 | 46 +38+8
@, P @ 0| 4x12-bit adder | =1976 =92
S, PATe KA -KFh2
'gpzl Pad e” ™2 2 u
g+g2+f2 +g4+Ph, {
u3 Two states filter | - 7598 146

Additional delay comes from the previous unit(s)

Note: The variables in table (6) is grouped as capital later (example F=f1, 2 and f3).
Theunit U2 hasatota cost is 7598 cellsand over al delay is 146 cell delays.
The Cost and the Delay of the Unit UO

This unit is the control and service filter in the system; it has three sub-units
asfollows:

1- UO01- isthe constant memory registers. This sub-unit has seven sub-units, the
first six sub-units are an 8-hit registers, while the U017 isthe interface circuit
for the constants. U017 receive the vaues of the constants serialy then sent
them to the suitable register. This sub-unit receives the control instruction
from the control unit U03. The details of the cost and delay for UOL are in
table (7).

Table (7): Thesmplified equations, the costsin cellsand the delaysin cell delay
of the sub-unit UO1.

Sub-unit Equation- constant Components | Total cost Total
delay
uol11 s, 8-hit register 8 0
uo12 S, 8-hit register 8 0
U013 S, 8-bit register 8 0
uo14 I, 8-bit register 8 0
U015 I, 8-hit register 8 0
uo16 a, 8-hit register 8 0
uol7 Input interface for 8-hit 8+8=16
constants register, 8-
bit decoder
voa | | - 54 0
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UQ2- is the initial values part. This part has three sub-units U021-U023 that
generate the initial values from the equations in table (8). Each one from
these sub-units has MUXs that has two groups of inputs (each oneis 8 or 12
bits) with one output asin Fig.(8). The first input is the initial value while the
other is the value of the system after starting. The sub-unit work as switching
with a garting order input that received from the control unit UO3. The
details of the cost and delay for UO2 are in table (8).

UQO3- is the control part. This part is very simple because the system in
general is an auto data stream. As example the data pass from U2 to U3
automatically and no need to any control signal. The sub-unit U03 design to
controlled on:

i- Theinput of theinitia and constant valuesin U01 and UO2.

ii- Thereset signal for the system.

iii- The switch signal for U12.

iv- Work as interface with the system as optional job. This part will neglect in

this paper because it depend on the properties of the total system.

Hence, the delay of UO will neglect because it delayed the system at start point
then it withdraw for the next time of work. The cost of the unit U0 is about 300 cells.

Table (8): Thesmplified equations, the costsin cellsand the delaysin cell delay

of the sub-unit U02.

Sub-unit | Equation Components Total cost | Tota delay
U021 r(0/0) = y(0) 12-bit register, | 12+12=24 | 0
12-bit MUX
U022 v(0/0) =[y(@ - y(0)] 12-bit adder, | 28+12+12 | 8
12-hit register, | =52
12-bit MUX
U023 a 10 8-bit register, | 8+8=16 1
p(0/0)=s’a 8-hit MUX
2 2
voz | |- 92 0
r
U021 -,
y U022 v,
S 2
N U021 _P>

Figure.(8): Theblock diagram of the sub-unit U02.
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The Total Cost and the Delay of the System

The cost of the system is the direct sum of the costs of the four units U0-U3 as
in table (9). The practical costsin ISE 4.1i has some different in the calculation of the
costs because some small internally details not discuss in this work but it put in the
design programs. Examples of these details are the neglected bitsrein the last adder in
multiplier, neglected LSB in the adder, merge the n-bit register with the n-bit MUX in
U02 and the neglect the details of UO3.

Table (9): Thefinal costsin cellsand thedelaysin cell delay of thetotal system

and itsunits.
Unit Function Cdculated Cost*/ | Delay/ Delay*/
Cost/ cell cell cell dday | nsec
uo Control and inertial | 300 NA 1 NA
Ul FDM and switching | 5012 4942 143 219
U2 Acceleration filter | 5050 4868 199 266
U3 Two states filter 7598 7476 146 198
System Target tracking 17960 17286 | 343 457

*Under software implementation in ISE 4.1i

Simulation and Comparison

The performance of the SVD filter is tested and compared with VD filter
using the two maneuver scenarios that shown in Fig.(9)[16]. with parameters for the
two scenarios and the first two state Kalman filter in SVD and VD filters are given by
the following:

Sampling interval T:1 sec.

The standard deviation for the measurement noise s,; 100 m

The standard deviation of the target noise disturbance spm;: 5m/sec® and s
20m/sec’.

The constant target radial velocity v: 250 m/sec.

Theinitial value for the target range r(0): 1000 m

40 m/sec’
20 m/sec? :
No No No H No
maneuver maneuver maneuver maneuver
60 Sec 90 Sec 50Sec  80Sec 120Sec
Casel Case2

Figure.(9): Scenarios of maneuver levd.
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Figure.(10): RMSerror for both filters Figure.(11): RMSerror for both
with trajectory 1 filterswith trajectory 2

A Monte Carlo simulation of 50 runs was obtained for each algorithm and
the roots mean square (rms) values of the estimation errors were computed and
plotted for range (m), velocity(m/sec.), and acceleration (m/sec®) errors for both
filters are shown in Fig.(10) &Fig.(11). It can be seen from these simulation results
that SVDF not only yields improved performance during the maneuvering period, but
also provides for better estimation during the non maneuvering period that mean the
both filters give nearly similar results.
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Discussions

1- Thecomplex problems are required to complex solutions or multiple methods
and sources to reach to good resullts.

2- The mathematics and physical solution for the complex problem is the most
powerful methods, because it gives simple systems without additional
problems. This paper shows a good example, it shows how this solution
reduces the cost to about 60%, and it also reduces the total time for the
system.

3- The combination of level 2 and level 3 is reduce the cost by 10% from the
original cost or by 17% from the cost of level 1, because the reduction in
level 1 generate a simple system. Hence, the simulation and implementation
levels can be reduce the costs and the times delay for the more complex
systems.

4- The result of the cost in the implementation using ISE 4.1i software is very
similar to the result of level 3 because the clear image of the design.

5- The total time of processing is less than 0.5 psec, this time is very short in
comparation with the sampling time (1 sec).

6- We can return to level 3 to reduce the total cost but this work is not effective
because the final total cost is low and available in the low cost FPGA chips
and the redesign in seria form will increase the complexity and not reduce
the cost for al circuits.

CONCLUSIONS

The VD filter that used for tracking the maneuvering target is smplified in
this paper by replace the second three state Kalman filter of it by only single
acceleration Kalman filter and the modified the two state Kalman filter isinitiated to
perform the new estimation in conjunction with the detection scheme to track the
maneuvering target. The complete designed and implemented for both filters VD and
SVD by using the FPGA technique are explained in this paper to show the low cost
and small delay calculationsfor SVD filter FPGA design as acompare with VD filter
FPGA design. Also some comparative simulation results are presented in this paper,
to highlight the performance for the VD and SVD filters and improvement obtained
by using these approaches.
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