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ABSTRACT
In structural engineering, introducing an efficient structural elements with high ratio of strength or ductility to weight is a challenge. This paper is presenting and developing aluminum columns having circular hollow section strengthened with CFRP possess the highest specific (divided - by weight) mechanical properties to be advantageous in lightweight and space limited structures. The structural performance of these columns was investigated experimentally by using different strengthening orient styles and CFRP piling layers. The column specimens were subjected to uniform axial compression. The strength, ductility, axial load- shortening displacement relationships, lateral strains, and failure modes of columns were presented. Designing guideline empirical equations were derived from experimental results, the predicted unfactored strengths are found to be in a good agreement with the experimental values.
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Drasatγة عمايٍة لأعمد٠ الألمنيوم دائر٠ة المقطع٠ و المعّززة بالياف الكارب٠ون

الخلاصة
إن عملية تقديم عناصر انشائية بمقام٠ة أو مطيلة عالية بالنسبة لوزنها تمثل تحدي. إن هدف البحث هو تطوير اعداد٠ من مقاطع الألمنيوم المقواة بألياف الكاربون ذات خواص ميكانيكية عالية بالنسبة لوزنها تكون ذات أهمية في المنشأت خفيفة الوزن أو ذات الفضاءات المحددة. إن الآداء الدياشاني لهذه الاعداد تم التحري عنه مخبريا باستخدام آنامات مختلفة وعدد طبقات مختلف لالياف الكاربون. تم تعرض النماذج إلى اعمال محورية و تم بُن٠ المقاومة، المطيلة، علاقات الأعمال المحورية مع ازاحات التقاصر، الاعمالات الجانبية بالإضافة إلى اعمال الفشل. تم استفادة من النتائج المخبرية في اشتقاق معادلات وضو٠ة يمكن أن تكون مفيدة في تصميم الاعداد المعنوية المصورة و المعزة بألياف الكاربون، النتائج المستخلصة من هذه المعادلات كانت متوافقة مع النتائج المخبرية.
1. INTRODUCTION
Aluminum is easily the second most important structural metal. Since the 1940s, as aluminum rapidly became more important, engineers have been slow to investigate what it has to offer and how to design with it. Aluminum alloys are used in a variety of structural engineering applications due to their high strength-to-weight ratio and durability. FRP is a composite material made of a polymer matrix reinforced with fibres. The fibres are usually glass, carbon, basalt or aramid, although other fibres such as paper or wood or asbestos have been sometimes used. The proper properties of used materials in additional to composite action benefits have encouraged the author to propose, fabricate and study proposed composite columns. The target is utilizing the respective advantage of used materials to the fullest extent. The objective of this work is to generate data and provide information about the axial strength, stiffness, ductility and energy dissipation of aluminum columns enhanced by FRP. A substantial amount of research focusing on the effectiveness of FRP confinement in improving the structural behavior of concrete-filled steel tubular columns. A few studies have concentrated on the behavior of hollow metal sections and was limited on steel sections. In 2006, J.G. Teng presented study in which the benefit of FRP confinement of hollow steel tubes was explored. Axial compression tests on FRP-confined steel tubes are first described. Finite element modeling of these tests is next discussed. Both the test and the numerical results show that FRP jacketing is a very promising technique for the retrofit and strengthening of circular hollow steel tubes. In other hand, using the FRP and strengthening aluminum in various structural elements limited too. In 1991, Triantafillou investigated the flexural behavior of hybrid aluminum/CFRP members, in which a principal aluminum structure is reinforced with unidirectional carbon fiber reinforced polymer CFRP composite laminates.

1.1 Preliminary Structural Benefits of Aluminum and FRP
To select a particular structural material for a given application, its properties are evaluated and compared with other competing materials. The following points are reflected powerful properties of aluminum and CFRP as they are utilizing together in composite unit.
1- The applicability and cost-efficiency of the FRP strengthening concept depends largely on the material behavior of the member to be strengthened. Aluminum is much more feasible (i.e. economical) to satisfy the following key requirement: the strengthening material must be stiffer than the base material of the strengthened member. Since aluminum members are considerably softer (less stiff) than the most commonly used FRP composites, so
strengthening them much positive than bare steel member which is stiffer than more common FRP and so requires expensive high-strength fibres and, thus, this procedure has fibers stress transfer can only occur after steel has started to yield.

2- They possess the highest specific (divided - by weight) mechanical properties: modulus of elasticity and strength.

3- Avoiding the reduction of aluminum strength due to the effect of welding heat required to connect metals stiffeners.

4- As aluminum is more prone to fatigue problem than steel, so strengthening aluminum columns by FRP will develop high improvement for ductility and so energy dissipation which are enhancing fatigue strength.

2. EXPERIMENTAL INVESTIGATION

2.1 MATERIAL PROPERTIES

2.1.1 Aluminium Circular Hollow Section

Structural aluminum alloy sections has been used in this investigation. The geometrical details are shown in Table (1). The mechanical properties of the aluminum test specimens were determined by tensile coupon tests. The tensile coupons were taken from shell plate in the longitudinal direction of the untested specimens. The tensile coupons were prepared and tested according to the American Society for Testing and Materials standard (B557M -ASTM 2003) for the tensile testing of metals using 12.5 mm wide coupons of 50 mm gauge length, as shown in Plate (1). The material properties obtained from the tensile coupon tests are summarized in Table (2). The Reported results are the average.

Plate (1) Aluminum tensile coupons  Plate (3) Test setup of aluminum coupons
The Table includes the measured initial Young’s modulus (E), the static 0.2% tensile proof stress $f_{0.2}$, the static tensile strength $f_{u}$, and the elongation after fracture which is typically measured on a gauge-length of 50 mm and gives a crude indication of ductility. Figure (1) shows the stress-strain curve for one of tested specimens. The compressive proof stress is assumed to be the same as in tension.

### Table (1) Details of aluminum section

<table>
<thead>
<tr>
<th>Height H, (mm)</th>
<th>Full diameter D, (mm)</th>
<th>Wall thickness t, (mm)</th>
<th>L/D</th>
<th>Mass (kg/m.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>80</td>
<td>2</td>
<td>3.75</td>
<td>1.5</td>
</tr>
</tbody>
</table>

### Table (2) Aluminum tensile coupons results

<table>
<thead>
<tr>
<th>No.</th>
<th>$f_{0.2}$ yield stress (MPa)</th>
<th>Ultimate stress (MPa)</th>
<th>E (GPa)</th>
<th>Fracture elongation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>162.9</td>
<td>194.5</td>
<td>70.4</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>161.2</td>
<td>193.42</td>
<td>69.6</td>
<td>6.8</td>
</tr>
<tr>
<td>3</td>
<td>165.3</td>
<td>189.58</td>
<td>70.5</td>
<td>7.3</td>
</tr>
</tbody>
</table>

**Figure (1) Stress –Strain relationship for aluminum alloy**

**2.1.2 Carbon Fiber Reinforced Polymer (CFRP) and Epoxy Resin**

Sikawrap 300, unidirectional woven carbon fibers fabric equipped with weft fiber had a thickness of 1.7 mm is used to enhance aluminum columns, Plate (2).
Sikadur 330 structural impregnating resin epoxy adhesive is used in this study which is a solvent-free, two component adhesive non sag paste. Mechanical properties of both materials (CFRP and adhesive resin) were obtained from manufacturer. Mechanical properties of them are listed in Table (3).

**Table (3) Material properties of CFRP and epoxy resin**

<table>
<thead>
<tr>
<th>CFRP sheet (sikawrap 300c)(^{[11]})</th>
<th>Fiber mass per unit area (g/m(^2))</th>
<th>Tensile strength (MPa)</th>
<th>Young’s modulus (MPa)</th>
<th>Elongation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>300</td>
<td>3900</td>
<td>230000</td>
<td>1.5</td>
</tr>
<tr>
<td>Epoxy resin (sikadur 330)(^{[12]})</td>
<td>Compressive strength (MPa)</td>
<td>Tensile strength (MPa)</td>
<td>Flexural strength (MPa)</td>
<td>Elongation (%)</td>
</tr>
<tr>
<td></td>
<td>81.3</td>
<td>33.8</td>
<td>60.6</td>
<td>1.2</td>
</tr>
</tbody>
</table>

**2.2 TEST SPECIMENS**

The tests were conducted on specimens retrofitted with CFRP, which are bonded to their fully outer surfaces in different layer numbers and fibres oriented either longitudinally (\(\alpha = 0^\circ\)), transversally (\(\alpha = 90^\circ\)) or inclined (\(\alpha = 45^\circ\)). The bare aluminum column is also tested for reference purposes. The column length (L=300 mm) is chosen so that the length to diameter (D=80mm) ratio generally remained at a constant value of 4.25 to prevent overall buckling. The fibers orient of CFRP retrofitting layers are shown in Figure (2) while briefly details and configurations of column specimens are shown in Table (4).

**Figure (2) Fibers orient configuration**
**Table (4) Details of columns**

<table>
<thead>
<tr>
<th>No.</th>
<th>Specimens Designation</th>
<th>Column Description</th>
<th>CFRP layers numbers</th>
<th>CFRP orient</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>Bare aluminum column</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>A&lt;sub&gt;FT&lt;/sub&gt;</td>
<td>Aluminum columns jacketed by CFRP</td>
<td>1</td>
<td>Transverse</td>
</tr>
<tr>
<td>3</td>
<td>A&lt;sub&gt;FTT&lt;/sub&gt;</td>
<td></td>
<td>2</td>
<td>Transverse for both layers</td>
</tr>
<tr>
<td>4</td>
<td>A&lt;sub&gt;FL&lt;/sub&gt;</td>
<td></td>
<td>1</td>
<td>Longitudinal</td>
</tr>
<tr>
<td>5</td>
<td>A&lt;sub&gt;FLL&lt;/sub&gt;</td>
<td></td>
<td>2</td>
<td>Longitudinal for both layers</td>
</tr>
<tr>
<td>6</td>
<td>A&lt;sub&gt;FTL#&lt;/sub&gt;</td>
<td></td>
<td>2</td>
<td>Longitudinal and transverse fibres orient, first layer perpendicular on second layer</td>
</tr>
<tr>
<td>7</td>
<td>A&lt;sub&gt;FI&lt;/sub&gt;</td>
<td></td>
<td>1</td>
<td>Inclined</td>
</tr>
<tr>
<td>8</td>
<td>A&lt;sub&gt;FII&lt;/sub&gt;</td>
<td></td>
<td>2</td>
<td>Inclined fibres orient, first layer parallel to second layer</td>
</tr>
<tr>
<td>9</td>
<td>A&lt;sub&gt;FII#&lt;/sub&gt;</td>
<td></td>
<td>2</td>
<td>Inclined fibres orient, first layer perpendicular on second layer</td>
</tr>
</tbody>
</table>

*Designations: A<sub>Ej</sub> #

A: Aluminium tube.
F: Jacketed by CFRP.
i and j: CFRP orientation of first and second layer (if available), respectively.
T: Transverse fibres orient, \( \alpha = 0^\circ \).
L: Longitudinal fibres orient, \( \alpha = 90^\circ \).
I: Inclined fibres orient, \( \alpha = 45^\circ \).
#: CFRP layered with opposite orients, the first orient 0° and the second 90° or the first 45° and the second -45°.

### 2.2.1 Fabrication of the specimens

The epoxy resin used to glue the CFRP onto the aluminum column outer surfaces. The CFRP sheets impregnating with epoxy resin which is prepared by mixing its components (A+B) together for at least 5 minutes with a mixing paddle attached to a slow speed electric drill (max. 600 R.P.M.) until the material became smooth in consistency and even light grey colored of the mixture was obtained. After having the carbon fibre ply attached, the column specimens were completely cured for 7 days. Plate (3) clearly shows manufacture process.

### 3. TESTING PROCEDURE

A hydraulic compression testing machine (200 Ton) was used to apply compressive axial load to the column specimens, Plate (4). The load on columns was applied monotonically in increments. These increments were reduced in magnitude as the load reaches the ultimate load.
3.1 TEST RESULTS

The strength, load–axial shortening relationships, lateral strains and energy absorption were measured for each column specimens.

The confinement effectiveness of the CFRP jacket can be gauged by examining the degrees of enhancement in the ultimate load and the axial shortening at peak load. As seen in Table (5) and Fig. (2), the ultimate load of the aluminum tube was enhanced by 17–34% when using CFRP jackets of different orient. For all specimens, the ratio $P_c/P_a$ is always larger than one, ranging between 1.18 and 1.32. The increase ratios are high compare with steel hollow columns retrofitted with FPR which are enhanced by 5–10% by FRP jackets of different thicknesses [8], since aluminum members are considerably softer (less stiff) than the used CFRP composites, so strengthening them more positive than bare steel member which is stiffer than more common FRP.

Also from Table (5), it can be seen that the use of CFRP is extremely efficient in term of ductility. The ratio $\varepsilon_{cu}/\varepsilon_a$ is always more than one, ranged between (1.5) and (2.98), except for specimens retrofitted with longitudinal fibres orient, the effect is so limited as the ratio vary between 1.1 and 1.15.

An efficiently concise comparison can be made in term of energy absorption. The energy absorbed by each of the columns was calculated as the area under the curve of the axial load versus the axial deformation curve. These energies are shown in Fig. (3). It is clear that the CFRP wrapped columns had more energy before collapse. Specimens which are transversely wrapped CFRP exhibited highly energy absorption compared with other warping styles.
Table (5) Specimens test results*

<table>
<thead>
<tr>
<th>No.</th>
<th>Specimen designation</th>
<th>$P_{al}$ (kN)</th>
<th>$P_{co}$ (kN)</th>
<th>$P_{co}/P_{al}$</th>
<th>$\varepsilon_{al}$</th>
<th>$\varepsilon_{co}$</th>
<th>$\varepsilon_{co}/\varepsilon_{al}$</th>
<th>$\varepsilon'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>102.7</td>
<td></td>
<td>0.0085</td>
<td></td>
<td></td>
<td></td>
<td>0.011</td>
</tr>
<tr>
<td>2</td>
<td>A_{FT}</td>
<td>119.9</td>
<td>1.17</td>
<td>0.0254</td>
<td>2.98</td>
<td>0.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>A_{FTT}</td>
<td>132</td>
<td>1.29</td>
<td>0.0245</td>
<td>2.88</td>
<td>0.005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>A_{FL}</td>
<td>118.1</td>
<td>1.15</td>
<td>0.0094</td>
<td>1.1</td>
<td>0.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>A_{FLL}</td>
<td>126.3</td>
<td>1.23</td>
<td>0.0098</td>
<td>1.15</td>
<td>0.0022</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>A_{FLLL}</td>
<td>136</td>
<td>1.32</td>
<td>0.0127</td>
<td>1.5</td>
<td>0.0039</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>A_{FI}</td>
<td>117.7</td>
<td>1.15</td>
<td>0.0172</td>
<td>2.02</td>
<td>0.00213</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>A_{FI}</td>
<td>122.4</td>
<td>1.19</td>
<td>0.0136</td>
<td>1.6</td>
<td>0.006</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>A_{FII}</td>
<td>128.2</td>
<td>1.25</td>
<td>0.0188</td>
<td>2.22</td>
<td>0.0025</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* $P_{al}$ and $P_{co}$ are aluminum tube and composite columns ultimate strengths, respectively.
$\varepsilon_{al}$ and $\varepsilon_{co}$ are aluminum tube and columns axial ultimate strains, respectively.
$\varepsilon'$ lateral ultimate strain of different specimens.

Figure (2) Axial loading capacity of tested column specimens

Figure (3) Columns absorbed energy before failure

Figur column axial shortening with the applied load. The observation of the results presented in these figures and tables prompts clearly the effect of CFRP orient upon columns behavior. Specimens retrofitted with transvers mode exhibited relatively high loading capacity improvement and more plastic deformation resistance than other orient modes (longitudinal or inclined) and so it is seem more fit for enhancing such columns especially when ductility is the extremely dominated factor. Specimens retrofitted with longitudinal mode did not show acceptable plastic deformation before failure.
Figure (4) Variation of axial loading capacity verse axial deformation with different CFRP layer numbers (transvers fibre orient)

Figure (5) Variation of axial loading capacity verse axial deformation with different CFRP layer numbers (longitudinal fibre orient)

Figure (6) Variation of axial loading capacity verse axial deformation with different CFRP layer numbers (inclined fibre orient)

The comparison of Fig. (7) with Fig. (8) denoted that the CFRP piling numbers effect upon columns strength capacity and energy absorption for columns with inclined, transversely or longitudinally orient. Columns transversely retrofitted are relatively reflected high effect, the capacity increases ratio of column retrofitted with two layer in respect to that of one layer is (1.17) while the increase ratio of column retrofitted with one layer in respect to bare aluminium column is (1.1).
Figure (7) Variation of axial loading capacity verse axial deformation with different CFRP fibre orient (one CFRP layer)

Figure (8) Variation of axial loading capacity verse axial deformation with different CFRP fibre orient (two CFRP layers)

Figure (9) Illustrated the effect of using two layers with opposite fibre orients. The figure denoted that using inclined mode with anti-direction provide much ductility and so much energy absorption, the ratio \( \frac{\varepsilon_{\text{co}}}{\varepsilon_{\text{al}}} \) is 2.22 compares with 1.6 when two layers are parallel while column retrofitted with two layer, the first orient was longitudinal and the second was transvers, provide highest loading capacity increase ratio \( \frac{P_{\text{co}}}{P_{\text{a}}} = 1.35 \).

Figure (9) Effect of CFRP opposite fibre orients of retrofitted two layers upon columns axial loading capacity
3.2 FAILURE MODES

The failure of aluminum column enhanced by CFRP may stem from i- Outward local buckling (elephant food configuration) ii- Inward local buckling iii-Shear mode companies with inside crimpling. Thus, an efficient (safe and economical) design of such members must be based on an in-depth knowledge concerning all these potential failure modes. Plate (5) crudely shows a photograph of the tested column specimens while Plate (6) presents closely photographs of failure modes of tested specimens.

The hollow aluminum tube, Plate (6 a), fails prematurely by outward local buckling and so specimens with longitudinal wrapping, fail quietly by outward local buckling after CFRP layer debonding, Plate (6 b). For specimens transversely wrapped, the failure is signified by inward local buckling as shown in Plate (6 c), while specimens wrapped with inclined mode of fibers orient, the typical failure is shear failure with angle of approximately 45°, companies with inside crimpling, Plate (6 d). It seems that the confinement exerted by the CFRP could fully prevent the tube from local buckling in the case of inclined wrapping and in case of opposite fiber orient of retrofitting two layers. In all column specimens, the confinement supports the aluminum tube and prevents premature failure and restrains its excessive expansion. Failure usually occurred quietly.
4. DERIVED EMPERICAL EQUATIONS

An empirical equation had been derived depending on experimental results and could be useful as a guideline for designing and analysis of such columns. In this approach the CFRP is treated as an external reinforcement to the aluminum tube. The adopted approach was based on the experimental results presented in this study.

In aluminum columns enhanced by CFRP, the volume fraction \( (\rho) \) is the ratio of CFRP volume to aluminum tube volume, this ratio define as; \( \rho = \frac{A_{CFRP}}{A_{al}} \), and can be reduced to \( \rho = n \frac{t_{CFRP}}{t_{al}} \), where \( n \) is layer numbers and \( t \) is CFRP and aluminum wall thickness, respectively. However, aluminum tubes are available with different tensile strengths (according to the manufacturers specifications) and also CFRP of different strengths may be used to retrofitting these tubes, Therefore a parameter, called reinforcement index \( \eta \), is introduced to allow for comparing composite columns of different material. The reinforcement index is defined as the \( \rho \) multiplied by the ratio of the axial tensile strength of CFRP to aluminum tube \( f_{0.2} \) as follows:

\[
\eta = \rho \left( \frac{f_{FRP}}{f_{0.2}} \right)
\]

The ultimate strength \( (P_c) \) of aluminum- column enhanced by CFRP is normalized with respect to the strength of a corresponding aluminum tube column \( (P_{al}) \) in a dimensionless form at as follows:

\[
\varnothing = \frac{P_c}{P_{al}}
\]

The relationship between the reinforcement index \( \eta \) and the normalized strength \( \varnothing \) may be assumed of the form:

\[
\varnothing = f(\eta)
\]

After investigating several possible forms of expressions for the reinforcement index \( \eta \) aluminum columns enhanced by CFRP, the following expression was obtained:

\[
\varnothing = a + b \eta + c \eta^2
\]

where a, b, and c are constants to be determined empirically, \( P_c \) is the ultimate strength of composite column, and \( P_{al} \) is the strength of aluminum tube columns \( (P_{al} = A_{al} f_{0.2}) \). Using the experimental results, a regression analysis was performed to obtain the constants. The expression for reinforcement index \( \eta \), evaluated by the best-fit curve from the regression analysis are shown in Fig. (10) and empirical equations displayed as following:
For $\alpha=0$
\[
\phi = (-0.0066 \eta^2 + 0.0987 \eta + 1) \hspace{1cm} \text{(5)}
\]

For $\alpha=\pi/4$
\[
\phi = (-0.01318 \eta^2 + 0.1006 \eta + 1) \hspace{1cm} \text{(6)}
\]

For $\alpha=\pi/2$
\[
\phi = (-0.009206 \eta^2 + 0.0949 \eta + 1) \hspace{1cm} \text{(7)}
\]

![Figure (10) Variation of reinforcement ($\eta$) index with normalized axial strength ($\phi$)](image)

The experimental results conducted by Teng\textsuperscript{[8]}, which are concerned with steel columns strengthen by GFRP, were used for verification of the derived empirical equations. The ultimate load of columns was calculated by using eq.(7) based on mechanical properties of steel tube and FRP, which are listed in Table (6). The comparison results in Table (6) show a good agreement between the experimental and predicated ultimate loads.

<table>
<thead>
<tr>
<th>No.</th>
<th>Steel tube</th>
<th>FRP</th>
<th>$P_c$ (kN)</th>
<th>$P_p$ (kN)</th>
<th>$P_c/P_p$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f_{02}$ (MPa)</td>
<td>$E_s$ (GPa)</td>
<td>D (mm)</td>
<td>$t$ (mm)</td>
<td>$f_{FRP}$ (MPa)</td>
<td>$E_{FRP}$ (GPa)</td>
</tr>
<tr>
<td>1</td>
<td>333.6</td>
<td>201</td>
<td>165</td>
<td>4.2</td>
<td>1825.5</td>
<td>80.1</td>
</tr>
<tr>
<td>2</td>
<td>165</td>
<td></td>
<td>165</td>
<td>4.2</td>
<td>1825.5</td>
<td>80.1</td>
</tr>
<tr>
<td>3</td>
<td>165</td>
<td></td>
<td>165</td>
<td>4.2</td>
<td>1825.5</td>
<td>80.1</td>
</tr>
<tr>
<td>4</td>
<td>165</td>
<td></td>
<td>165</td>
<td>4.2</td>
<td>1825.5</td>
<td>80.1</td>
</tr>
</tbody>
</table>

* $P_c$ Experimental ultimate load of strengthening columns (kN)
  $P_p$ Predicated ultimate load calculated by using empirical equations (kN)
5. CONCLUSION
The proposed columns could be utilize in new construction or retrofit applications to increase the load carrying capacity, ductility and energy dissipation capacity of aluminum columns.

The strength capacity increase ratios are high compare with steel hollow columns retrofitted with FPR which are enhanced by 5–10% by FRP jackets of different thicknesses\cite{8} while for aluminum hollow columns are enhanced by 17-34 %. The most effective CFRP-strengthening in term of axial loading capacity is associated with gluing layers of FRP with opposite fibers orient (transversely and longitudinally) with load direction.

The use of CFRP is extremely positive in term of ductility. The ratio $\varepsilon_{co}/\varepsilon_a$ is always more than one, ranged between (1.5) and (2.98), except for specimens retrofitted with longitudinal fibres orient, the effect is so limited as the ratio vary between 1.1 and 1.15. Specimens which are transversely wrapped CFRP exhibited highly energy absorption compared with other warping styles.

Specimens retrofitted with transvers orient fibre exhibited relatively high loading capacity increase and more plastic deformation than other orient modes (longitudinal or inclined) before failure and so it is seem more fit for enhancing such columns especially when ductility is the extremely dominated factor.

The CFRP piling numbers are effected upon columns strength capacity and energy absorption. Columns transversely retrofitted are relatively reflected high effect, the capacity increase ratios of column retrofitted with two layer in respect to that of one layer is 1.17 while the increase ratio of column retrofitted with one layer in respect to bare aluminium column is 1.1.

It seems that the confinement exerted by the CFRP could fully prevent local buckling in the case of inclined wrapping and in case of opposite fiber orient of retrofitting two layers. In all column specimens, the confinement supports the aluminum tube and prevents premature failure and restrains its excessive expansion. Failure usually occurred quietly.

Finally, one should point out that, the derived empirical equations, which are based on experimental results in this study, are efficient to determine loading capacity of metals hollow columns strengthening by FRP.
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Effect of Hole Space Ratio on Effusion Cooling Performance

Dr. Khalid Faisal Sultan
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Abstract

The film cooling effectiveness and local heat transfer coefficient for different hole space ratio have been experimentally investigated on a flat plate in the current study. The investigations were done by using a single test transient IR thermography technique. Three models of staggered holes arrangement are investigated. Each model is provided with five columns of holes, these models are arranged with staggered row holes. The holes diameter is 4mm, the longitudinal distance (X/D) is 10, and the span distance between two neighboring holes (S/D) are 3, 5, and 7 respectively. The attitude of the holes is fixed at inclination angle ($\theta = 30^\circ$). The blowing ratios, cold to hot air flow ratio, have been changed three times (BR= 0.5, 1.0, and 1.5) during the experimental program. The experimental investigation showed that the thermal performance decreases as the space ratio (S/D) increases for all blowing ratios, and the film cooling effectiveness decreases as the blowing ratio increases for all the three models.

تأثير نسبة المسافة الجانبية للفتحات على اداء تبريد الانتشار

في هذه الدراسة تم حساب فعالية غشاء التبريد ومعامل انتقال الحرارة، حيث أجريت تجارب عملية لفتحات نفث مختلفة المسافات الجانبية على صفيفة مستوية وذلك باستخدام تقنية الصور الحرارية تحت الحمراء (IR) بالية التحص الأنتقالي الواحد. لقد تم فحص ثلاث نماذج من الفتحات المتعرجة (staggered) الترتيب، وكل نموذج مزود بخمسة أعمدة من الفتحات الدائرية. تم تثبيت قطر الفتحات (D) بمقدار (4 mm) والمسافة الطولية بين صف وأخر (X/D) بمقدار (10) ، بينما تم أخذ المسافة بين الفتحات المتجاورة (S) في الصف الواحد بالمسافات 3، 5، و 7 على التوالي، وكذلك تم تثبيت زاوية ميل الفتحات بمقدار ($30^\circ$). كما تم دراسة تأثير نسبة نفخ الهواء البارد إلى الحار (BR) بالنسبة 0.5، 1.0، و 1.5.

النتائج العملية بينت أن أداء التبريد يقل بزيادة نسبة المسافة الجانبية لجميع نسب النفخ المدروسة، و أن فعالية غشاء التبريد تقل مع زيادة نسب النفخ.
1- Introduction

Modern gas turbine engines are designed to perform at high inlet temperature of (1800-2000 °K) to improve thermal efficiency and power output. As the turbine inlet temperature increases, the heat transferred to the blades in the turbine also increases. Since this temperature exceeds the melting point of the turbine blade materials of about (≈ 1480 K). Therefore, there is a need for an efficient cooling system engineered in away such that the maximum blade surface temperature during operation is well below the maximum melting point of the blade material. To achieve that, researchers focus on various innovative cooling techniques depending on the nature of the coolant flow [1].

Film cooling primarily depends on the coolant-to-mainstream pressure ratio or can be related to the blowing ratio, temperature ratio (T_c/T_m), and the film cooling hole location, configuration and distribution on a turbine elements film cooling. In a typical gas turbine blade, the range of the blowing ratios are of about approximately between 0.5 and 2.0, while the (Tc/Tm) values vary between 0.5 and 0.85 Han and Ekkad [2].

Effusion (or transpiration) cooling, which contains an array of closely spaced discrete film cooling holes, is widely used to cool and insulate the component metal from the hot mainstream flow. The cooling effectiveness of an effusion cooling plate depend on several parameters, such as hole spacing, angle, diameter, etc.

Review on turbine cooling technology developments has been well described by Han et al. [3] and Bunker [4] which covering of all the available technologies on film cooling. Ahn et al. [5] presented the injectant behavior from two rows of film cooling holes with opposite orientation angles. Four film cooling hole arrangements were considered including inline and staggered ones. Detailed adiabatic film cooling effectiveness distributions were also measured using Thermochromic Liquid Crystal (TLC) to investigate how well the injectant covers the film cooled surface. Later. Han and Rallabandi [6] stated that the pressure sensitive paint technique proved very high resolution contours of film cooling effectiveness, without being subjected to the conduction error in high thermal gradient regions near the hole. Andrews et al. [7] investigated (90 deg.) cooling hole for a number of different arrays and found that there was a significant improvement in the overall cooling effectiveness for a larger hole relative to a smaller hole. Andrews et al. [8] also compared normal (90 deg.) and inclined film holes (30 deg. and 150 deg.) for an array of effusion holes and found that cooling effectiveness improved with inclined holes. The counter flow holes (150 deg.) resulted in reverse flow and good cooling performance at low coolant flows but not at high coolant flows.
Lu et al. [9 and 10] presented the experimental and numerical investigation of film cooling performance for a row of cylindrical holes in modern turbine blade. The adiabatic film effectiveness and heat transfer coefficient are determined experimentally on a flat plate downstream of a row of inclined different geometries hole exit by using a single test transient IR thermograph technique at four different coolant-to-mainstream blowing ratios of 0.5, 1.0, 1.5 and 2.0. Four test designs crescent and converging slot, trench and cratered hole exits, are tested. Results showed that both the crescent and slot exits reduce the jet momentum at exit and also provide significantly higher film effectiveness with some increases in heat transfer coefficients.

Martiny et al. [11] used a very low injection angle of (17 deg.) for an effusion, film cooling plate in which they measured adiabatic effectiveness levels for a range of blowing ratios. Their results indicated significantly different flow patterns depending on the cooling jet blowing ratio. It is important to recognize that their study used only four rows of cooling holes and as will be shown in this paper, this small number of rows did not allow for a fully developed condition to occur.

Gustafsson and Johansson [12] investigated the temperature ratios and velocity ratios between hot gas and coolant, and different injection hole spacing, inclination angle, and thermal conductivity of the test plate.

Ekkad et al. [13] obtained both film cooling effectiveness and heat transfer coefficient from a single test by means of the transient infrared thermography technique. The advantage of IR technique was exhibited adequately in these previous research efforts. In terms of the wider temperature range handled than the liquid crystal technique and more detailed 2D temperature field information with better accuracy. It is seen that these research with successful employed of the IR technique enriched higher quality data in the literature, but the effect of the deflection angle of the injection holes was not attempted.

Dhungel et al. [14] obtained simultaneously detailed heat transfer coefficient and film effectiveness measurements using a single test transient IR thermography technique for a row of cylindrical film cooling holes, shaped holes. A number of anti-vortex film cooling designs that incorporate side holes. They found that the presence of anti-vortex holes mitigates the effect of the pair of anti-vortices.

Numerical prediction of Alwan [15] showed that the flow field structure of injected holes present vortices, such as counter pair kidney vortex and horseshoe vortex have major effects on cooling performance, in which the strength of the kidney vortex decreases and the horseshow vortex is lifting up, leading to an improvement in the coolant performance.
Therefore, numerical model is suitable to design holes arrangement futures of film cooling system by introducing oriented holes row over single jet holes row.

At the present work, experimental investigations were done to evaluate the film cooling performance for different hole space ratio and different blowing ratio in order to determine the heat transfer coefficient and the film cooling effectiveness on a flat plate by using a single test transient IR thermograph technique.

2- Experimental Facilities

A schematic diagram and photography of the low speed open duct jet test rig is shown in figure 1 was used at the current investigation. The mainstream air supply is the ambient air drawn by a centrifugal backward blade blower. The blower is driven by 2.5 kW motor running with 2800 rpm. Manual open gate is used to control the air speed in the tunnel test section. The blower exit area having rectangular shape with dimensions of (6.3x13.1) cm. The blower is supplied with bend having the same dimensions of the blower exist and then connected to a diffuser having rectangular cross-section area of inlet and outlet dimensions as (6.3x13.1) cm and (35x50) cm respectively and length of (82) cm. Air flow diffuses over a splitter plates into a constant area rectangular settling chamber of cross-section area (35x50) cm and length of 70 cm. The settling chamber contains a series of three electrical heaters each of 4 kW power and four grid screen. This ensures adequate mixing of hot air and uniform temperature distribution throughout the test section. Then the hot air routed through a convergent- divergent contraction having a rectangular cross-section area from (35x50) cm to (5x10) cm and length of 70 cm. In order to allow the air to reach the desired temperature, the air is initially routed out away from the test section by using a by-bass gate passage. The temperature of the air is continuously monitored at the exit of the gate and when the desired temperature is reached, the gate is fully opened manually and air flow passes into a test section through a rectangular duct area. To minimize the heat losses to the surrounding the settling chamber and the test section duct are insulated completely. The operating velocity of the hot air in the test section is controlled to run from 20 to 40m/s through the experimental program. The test section has 50mm width and 100mm height. The bottom plate of the test section is made of (234x123) mm Plexiglas of 10mm thickness.

A centrifugal air blower of blowing capacity of (22.17) m³/min was used to supply the coolant air to the plenum. The plenum was located below the test plate. The coolant air enters a plenum then ejected through holes into the test section. The coolant air pressure measured at the inlet of the test section. The coolant air injected from the holes is mixed with the hot
mainstream in the test section. The test section has 5 cm width, 10 cm height and 23.4 cm length. The bottom wall of the test section work as a test model, three models with different hole pitch ratio are prepared, The bottom model plate can be removed easily to be replaced by another model at each test. Each model is provided with five columns of holes, these models are arranged with staggered row holes. The holes diameter is 4mm, the longitudinal distance (X/D) is 10, and the span distance between two neighboring holes (S/D) are 3, 5, and 7 respectively. The attitude of the holes is fixed at inclination angle (θ = 30º), where the inclination angle (θ) is defined as the angle between the centerline of the hole and the surface of the test wall.

The surface temperature of test model was measured using an infrared thermographs technique. IR thermograph infrared camera type Fluke Ti32 was used in the present investigation. This camera is able to precisely record the temperature variations. The IR system is greatly affected by both background temperature and local emissivity. The test surface is sprayed with mat black color to increase the emissivity like a perfect black body. The temperature measurement taken is not accurately recorded unless the IR system is calibrated.

The system was calibrated by measuring the temperature of the test surface using thermocouple type K and the reading of IR camera. The test surface is heated by mainstream hot air. The measured temperatures obtained by both ways are recorded and stored during the heating process until achieving a steady state condition. Due to the emissivity of the test surface, the temperature obtained by IR camera is different from the temperature obtained by the thermocouple. Therefore, the IR camera reading is adjusted until both temperature readings are matched.

The IR images taken for the test surfaces at each test are stored in the SD memory of IR camera. These images are transferred from SD memory to PC memory. Then the middle region of the test surface area is then selected to eliminate the effect of the test section wall with using camera software, Smart View Software Program. IR images, which exhibit the temperatures distribution as colors code, is converted to corresponding temperature digit values by using Smart View Software and then saved as output data in Excel sheet.
2-1- Procedure

Consider the transient flow over a flat plate. In this case, the test plate is initially at a uniform temperature $T_i$, and the convective boundary condition is suddenly applied on the plate at time $t > 0$. Now, the heat is assumed to be conducted only in the x-direction and perform an energy balance on the plate. Therefore the one-dimensional transient conduction equation is

$$\frac{\partial^2 T}{\partial x^2} = \frac{1}{\alpha} \frac{\partial T}{\partial t}$$  \hspace{1cm} (1)

The main approximation often applied to analyze transient conduction shown in Figure 4 is the semi-infinite approximation. The semi-infinite solid assumptions are valid for the present investigation for two reasons. Firstly, the test duration is small, usually less than 60 seconds. Secondly, the hot air flows over the test surface is made from Plexiglas of, low thermal conductivity, low thermal diffusivity, and low lateral conduction. Therefore, the solution of equation (1), as given by Holman and Bhattacharyya [16], is as follows:

$$\frac{T_w - T_i}{T_m - T_i} = 1 - \exp \left[ \frac{h^2 at}{k^2} \right] erfc \left[ \frac{h\sqrt{at}}{k} \right]$$  \hspace{1cm} (2)

Where $T_w$ measured by using IR camera, all the other variables in the equation (2) are either known variables or measured variables except the heat transfer coefficient ($h$).

In the film cooling case, the film should be treated as a mixture of air mainstream and the coolant air, the mainstream temperature ($T_m$) in equation(2) has to be replaced by the film temperature ($T_f$). Therefore, equation (2) becomes as:

$$\frac{T_w - T_i}{T_f - T_i} = 1 - \exp \left[ \frac{h^2 at}{k^2} \right] erfc \left[ \frac{h\sqrt{at}}{k} \right]$$  \hspace{1cm} (3)

A non-dimensional temperature term is known as the film cooling effectiveness ($\eta$), and is defined as:

$$\eta = \frac{T_f - T_m}{T_c - T_m}$$  \hspace{1cm} (4)

Equation (3) has two unknowns ($h$ and $T_f$). To solve this equation, two sets of data points are required to obtain the unknowns like:

$$\frac{T_{w1} - T_i}{T_f - T_i} = 1 - \exp \left[ \frac{h^2 \alpha t_1}{k^2} \right] erfc \left[ \frac{h\sqrt{\alpha t_1}}{k} \right]$$  \hspace{1cm} (5)

$$\frac{T_{w2} - T_i}{T_f - T_i} = 1 - \exp \left[ \frac{h^2 \alpha t_2}{k^2} \right] erfc \left[ \frac{h\sqrt{\alpha t_2}}{k} \right]$$  \hspace{1cm} (6)
In this case, a transient infrared thermograph technique will be used to obtain both $h$ and $\eta$ from a single test, as described by Ekkad et al [17]. Thus, two images with surface temperature distributions are captured at two different times during the transient test.

A net heat flux ratio is used to measure the combined effect of film effectiveness and heat transfer coefficient Ekkad and Zapata [18]:

$$\frac{q^*}{q_o} = \frac{h}{h_o} \left( 1 - \frac{n}{\varphi} \right) \tag{7}$$

The value for the overall cooling effectiveness ($\varphi$) ranges between 0.5 and 0.7. A typical value is $\varphi = 0.6$, and this is generally assumed in the present experimental analysis.

The IR images for models surface at each investigated test was captured and stored by a thermal camera. These images are transferred to the PC. Smart View Software program supplied with camera can be used to limit the selected area to avoid the effect of the test section walls. The IR images converted to corresponding temperature digital values and then saved as data in Excel sheet. MATLAB programs are prepared using a semi-infinite solid assumption to introduce the film cooling effectiveness and heat transfer coefficient contours. Equations, (4), (5), (6), and (7) was solved using MATLAB Software, Smart View Software, and Excel Software.

The measurement uncertainty was determined by using the methodology described by Holman and Bhattacharyya [16]. Error estimates for each variable are as follows: wall temperature $\Delta T_w = \pm 2$ °C, initial temperature $\Delta T_i = \pm 2$ °C, mainstream temperature $\Delta T_m = \pm 0.2$ °C, and coolant temperature $\Delta T_c = \pm 0.2$ °C. The camera frame rate is 60 Hz resulting in a time error $\Delta t = \pm 0.125$ sec. and the test surface properties ($\alpha$ and $k$) uncertainty are taken from tabulated values, as a custom, 3% relative uncertainty is assumed for both variables. The resulting average uncertainty for heat transfer coefficient and film effectiveness is ±8.2% and ±11.0%, respectively.

3- Results and Discussions

Figures (3 to 5) show the effect of hole space ratios (S/D) on the temperature distribution for different blowing ratios (BR= 0.5, 1.0, and 1.5). Comparison between model 1, model 2 and model 3 showed that the model 1 gave high protection than the model 2 also model 2 give high protection than model 3, for the three blowing ratios. Also the figures 3 to 5 show that the coolant temperature distribution decreases as the blowing ratio increases for all the three models. The reason is that for a low momentum ratio (i.e., BR=0.5), the mainstream flow close to the test surface, the jet streamlines seems to go towards the surface and the
mainstream flow depart upward, therefore the mainstream push the jet towards the surface, and the interaction forms a low temperature film layer near the wall and give high protection effect, while for a high momentum ratio (i.e. BR=1.5), coolant jets have enough momentum to penetrate in to the cross mainstream. These results agree well with the results obtained by Sun et al. [19].

Figure (6) presents the span wise averaged film effectiveness ($\eta_{sa}$). ($\eta_{sa}$) is calculated as the average values taken from the local reading of 46 pixels in span wise direction in eighteen streamlines location downstream from the hole exist. Figures 4.4.a, 4.4.b and 4.4.c show that the model 1 gave high values of $\eta_{sa}$ as compared to the two other models (model 2 and model 3). The overall average film cooling effectiveness ($\eta_{av}$) was calculated from the values of local film cooling effectiveness ($\eta$) for all the entire pixels values.

Figure (7) shows the effect of blowing ratio on $\eta_{av}$ for the three models. This figure shows clearly that the values of $\eta_{av}$ for the model 1 are higher than the other two models. It appears also that the values of $\eta_{av}$ decreases as the blowing ratio increases for all the three models.

As a matter of fact, the enhancement of the blade surface protection is done by keeping the local heat transfer coefficient (h) as low as possible. The local heat transfer coefficients are calculated from the data of two IR images taken in successive times as described above. The average of the local heat transfer coefficient ratios (h / ho), in which (h and ho) represent the heat transfer coefficient on the plate surface with and without film cooling respectively are presented in Figure (8). The values of the average heat transfer coefficient ratio for the model 1 are higher than that the two other models for all blowing ratios and (h/ho) is increased with increasing the blowing ratio. The increment of (h/ho) is due to that the jet injection produces high turbulence level inside the mixing region.

In the practical application, turbine designers are concerned with the reduction of heat load to the film protected surface. The heat load can be presented by combining film cooling effectiveness ($\eta$) and the heat transfer coefficient ratio (h/ho), according to equation (7), therefore the ratio ($q/qo$) can be calculated. ($q/qo$) represent the reduction in heat flux at the tested surface with the presence of coolant air. If the values of these ratios are less than 1, then the film coolant is beneficial according to Lu et al.[20], while if the values are greater than 1, therefore effect of the film coolant is poor.

Figure (9) shows the effect of the blowing ratio on the overall heat flux ratios ($q/qo$). It is clear that from this Figure the model 1 provides significant reduction of heat flux at all tested BR than that of the other models.
4- Conclusion

The present work has reached to the following conclusions:

1- The thermal performance decreases as the span ratio (S/D) increases for all blowing ratios.

2- The film cooling effectiveness decreases as the blowing ratio increases for all the three models.

3- The values of the average heat transfer coefficient ratio (h/ho) for the model 1 are higher than that the two other models for all blowing ratios and (h/ho) is increased with increasing the blowing ratio.

Nomenclatures

D    Hole diameter          m
h    Heat transfer coefficient with film cooling  W/m² •K
h₀    Heat transfer coefficient without film cooling  W/m² •K
k    Thermal conductivity     W/m² •K
S    Span wise hole spacing    m
t    time                      s
T    Temperature              °C
Tₐ    Coolant temperature     °C
Tᵢ    Initial temperature     °C
Tₘ    Hot mainstream temperature °C
Tₘ    Wall temperature        °C
Uₐ    Coolant velocity        m/s
Uₘ    Hot mainstream velocity m/s
η    Film cooling effectiveness  -
ηₐv    Average film cooling effectiveness  -
ηₐs    Stream wise Average film cooling effectiveness  -
ρ    Density of air            kg/m³
ρₐ    Density of coolant air   kg/m³
ρₘ    Density of hot mainstream  kg/m³
θ    Inclination angle        Degree
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Figure (1) Schematic and photography of the test rig
Figure (2) Details of three test models: 

(a) $X/D = 10$, $S/D = 3$  
(b) $X/D = 10$, $S/D = 5$  
(c) $X/D = 10$, $S/D = 7$
Figure (3) Contours of temperature distribution for model 1 (X/D=10 & (S/D=3) at different blowing.
Figure (4) Contours of temperature distribution for model 2 (X/D=10 & S/D=5) at different blowing.
Figure (5) Contours of temperature distribution for model 3 (X/D=10 & S/D=7) at different blowing ratio.
Figure (6) Effect of row spacing (S/D) on span wise averaged film cooling effectiveness at: (a) BR=0.5, (b) BR=1.0, (c) BR=1.5.
Figure (7) Effect of blowing ratio on averaged film cooling effectiveness for models (1, 2 and 3).

Figure (8) Effect of blowing ratio on averaged heat transfer coefficient for models (1, 2 and 3).

Figure (9) Effect of blowing ratio on overall heat flux ratio for models (1, 2 and 3).
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Abstract:
In this research, the effect of using different water-cement ratios (w/c = 0.33, 0.35, and 0.4), different aggregate sizes (MAS = 40, 20, 14, 10 and 5.0) mm., adding different ratios of sand (5, 10, and 20)%, as well as, compaction on the strength and permeability of pervious concrete were studied. Test results indicated that, the best w/c ratio was 0.33 for MAS = 40, 20 and 14 mm., while the best w/c ratios were 0.35 and 0.4 for MAS = 10 mm. and 5.0 mm. respectively. In this research we considered a control mix (C:A = 1:6, w/c = 0.35 and MAS = 10 mm permeability = 2 sec) as the optimum mix proportions which it was obtained by trial mixes. It was clear that the best sand ratio was (10%). Results also indicated that, when adding 0.5% super-plastizer of cement weight, increase compressive strength. Finally adding sand with super-plastizer increase compressive strength but reduce permeability.

Keywords: Pervious concrete, Curing and Compaction, Mix Proportions, Sand, Green Concrete.
Introduction:

What is pervious concrete: Pervious concrete is a special type of concrete with a high porosity used for concrete flatwork that allow water to pass through it, by reducing the runoff from a site and recharging ground level. ACI 522R defines pervious concrete as “a zero-slump, open-graded material consisting of: Portland cement, coarse aggregate, little or no fine aggregates, admixtures, and water.

Pervious concrete is a mixture of cement, water and a single-sized coarse aggregate combined to produce a porous structural material. It has a high volume of voids, which is the factor responsible for the lower strength and its lightweight nature. Pervious (porous or no-fines) concrete contains a narrowly graded coarse aggregate, little to no fine aggregate, and insufficient cement paste to fill voids in the coarse aggregate. This low water-cement ratio, low-slump concrete resembling popcorn is primarily held together by cement paste at the contact points of the coarse aggregate particles; this produces a concrete with a high volume of voids (20 – 35)% and a high permeability that allows water to flow through it easily[1].

Pervious concrete pavement is a unique and effective means to meet growing environmental demands. By capturing rainwater and allowing it to seep into the ground, pervious concrete is instrumental in recharging groundwater, reducing storm water runoff, and meeting U.S. Environmental Protection Agency (EPA) storm water regulations. In fact, the use of pervious concrete is among the Best Management Practices (BMP) recommended by the EPA—and by other agencies and geotechnical engineers across the country—for the management of storm water runoff on a regional and local basis. This pavement technology creates more efficient land use by eliminating the need for retention ponds, swales, and other storm water management devices. The density of pervious concrete depends on the properties and proportions of the materials used, and on the compaction procedures used in placement. In-place densities on the order of (1600 to 2000) kg/m$^3$ are common, which is in the upper range of lightweight concretes. Pervious concrete mixtures can develop compressive strengths in the range of 500 to 4000 psi (3.5 to 28 MPa), which is suitable for a wide range of applications, typical values are about 2500 psi (17.0 MPa). Flexural strength in pervious concretes generally ranges between about 150 and 550 psi (1.0 and 3.8) MPa [2].

[Emiko, Kiang Hwee, and Tien Fang] achieve high-strength, high porosity and permeability pervious concrete pavement was carried out. Mix proportions in terms of cement content, coarse aggregate/cement ratio (A/C) and water-cement (w/c) ratio were varied. Results showed that a water/cement ratio of 0.2 resulted in a dry and brittle mix that led to
compressive strength less than 15.0 MPa but a high permeability rate of approximately 20 mm/s. A mix with w/c ratio of 0.3 and A/C ratio of 4.25 resulted in compressive strength of 13.9 MPa, flexural strength of 3.0 MPa and high porosity of more than 20%. The use of high cement content of 495 kg/m$^3$ in the mix resulted in high compressive strengths of 51.8 MPa, flexural strength of more than 4.0 MPa, however permeability was reduced to approximately 1.0 mm/s[3].

[S. Hatanaka] studies cement paste characteristics and porous concrete properties. Good porous concretes with void ratio of (15 to 25)% and strength of (22 to 39) MPa are produced using paste with flow of (150 to 230) mm and top surface vibration of 10 s with vibrating energy of 90 kN-m/m$^2$. For low void ratio, high strength porous concrete of 39 MPa is obtained using paste with low flow. For high void ratio, porous concrete of 22 MPa is obtained using paste with high flow[4].

[Vernon R. Schaefer, Keijin Wang, Muhammad T. Suleiman, and John T. Kevern] develop a Portland cement pervious concrete (PCPC) mix that not only has sufficient porosity for storm water infiltration, but also desirable strength and freeze-thaw durability. Results indicated that PCPC made with single-sized aggregate has high permeability but not adequate strength. Adding a small percent of sand to the mix improves its strength and freeze-thaw resistance, but lowers its permeability. Although adding sand and latex improved the strength of the mix when compared with single-sized mixes, the strength of mixes where only sand was added were higher. The freeze-thaw resistance of PCPC mixes with a small percentage of sand also showed 2% mass loss after 300 cycles of freeze-thaw. The preliminary results of the effects of compaction energy on PCPC properties show that compaction energy significantly affects the freeze-thaw durability of PCPC and, to a lesser extent, reduces compressive strength and split strength and increases permeability[5].

[George N. McCain] examined the strength and hydraulic conductivity of porous concrete mix designs for pavements. It was found that the average values for compressive strength ranged between about (6.2 to 26.7) MPa depending on the mix design. The average values for hydraulic conductivity ranged between (0.18 and 1.22) cm/s (250 and 1730 in/hr) depending on the mix design. Therefore, specimens of at least 10.2 cm (4 in.) diameter are recommended for laboratory testing procedures[6].

[Bradford M. Berry] using recycled concrete aggregate (RCA) in pervious concrete, specifically the effects on the density, strength and permeability. The coarse aggregate was substituted by (0, 10, 20, 30, 50, and 100)% RCA. As percent RCA increased both compressive strength and permeability generally decreased. The results indicated that up to
(50)% substitution of coarse aggregate can be used in pervious concrete without compromising strength and hydraulic conductivity significantly[7].

[Anderson, Ian A., Suozzo, Mark Dewoolkar, and Mandar M.] evaluate the factors affecting the testing of strength and hydraulic parameters of pervious concrete pavement (PCP). Results indicated that, capping with rubber pads was found to provide more consistent compressive strength measurements compared to sulfur capping for both H:D ratios studied. H:D ratios less than the standard 2:1 were found to increase results of compressive strength measurements; however, a ratio of 1:1 was found to provide inconsistent results. Compressive strength specimens with H:D ratios less than 2:1 can be divided by 1.1 to estimate compressive strength of 2:1 H:D specimens. Results of laboratory hydraulic conductivity, single ring, double ring and falling head infiltrometer testing were found to correlate linearly to one another with a relation of 1.0 : 1.8 : 1.5 : 9.0 for 6 in. thick PCP. Sodium Chloride deicing salt at 8%, followed by 4 and 2% resulted in the greatest freeze-thaw damage[8].

**Significance and objectives of research:**

In this research, studying the influence of different sizes of aggregate (MAS = 40, 20, 14, 10 and 5.0) mm., different water-cement ratios (w/c = 0.33, 0.35, and 0.4), adding different ratios of sand (5, 10, and 20)% of the total aggregate, as well as using (0.5%) superplasticizers by weight of cement on the compressive strength and permeability of pervious concrete. Also, the effect of compaction on compressive strength was investigated in this research for comparison purposes.

**Practical Investigation:**

**Materials:**

Five constituents (cement, coarse and fine aggregates, superplastizers and water) were discussed in order to use in preparing pervious concrete. Their descriptions were as follows:

1. **Cement:**

Ordinary Portland cement manufactured by Badoosh Factory in Mosul city, was used. The physical and chemical properties of the used cement were tested in accordance to Iraqi Specification No. 5, 1984[9], and results were shown in Tables (1 and 2).
Table (1): Physical properties of the used cement

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Blain Fineness, (m²/kg)</td>
<td>274</td>
<td>min. 230</td>
</tr>
<tr>
<td>Initial setting time, (minutes)</td>
<td>160</td>
<td>min. 45</td>
</tr>
<tr>
<td>Final setting time, (hrs)</td>
<td>3.67</td>
<td>max. 10</td>
</tr>
<tr>
<td>3-day compressive strength, MPa</td>
<td>24.68</td>
<td>min. 15</td>
</tr>
<tr>
<td>7-day compressive strength, MPa</td>
<td>33.32</td>
<td>min. 23</td>
</tr>
<tr>
<td>Soundness (%)</td>
<td>0.14</td>
<td>max. 0.8</td>
</tr>
</tbody>
</table>

Table (2): Chemical properties of the used cement

<table>
<thead>
<tr>
<th>Basic components (%)</th>
<th>Test results (by weight)</th>
<th>Iraqi Specification No. 5/1984[9]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO₂</td>
<td>21.38</td>
<td>N. A.*</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>5.9</td>
<td>N. A.</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>2.4</td>
<td>N. A.</td>
</tr>
<tr>
<td>CaO</td>
<td>62.31</td>
<td>N. A.</td>
</tr>
<tr>
<td>MgO</td>
<td>3.77</td>
<td>max. 5.0</td>
</tr>
<tr>
<td>SO₃</td>
<td>2.3</td>
<td>max. 2.8</td>
</tr>
<tr>
<td>L.O.I.**</td>
<td>1.22</td>
<td>max. 4.0</td>
</tr>
<tr>
<td>Insoluble residue</td>
<td>0.27</td>
<td>max. 1.5 %</td>
</tr>
</tbody>
</table>

* N. A.: Not Available.
** Loss on ignition.

2. Coarse aggregates:

The used coarse aggregates (rounded, uncrushed) are locally available. Five sizes of coarse aggregates (MAS = 40, 20, 14, 10 and 5) mm. were used.

Single-sized grading coarse aggregates were used, its grading test was done in accordance to the Iraqi specification No. 45, 1984[10], its sieve analysis was shown in Table (3).
### Table (3): Gradation of coarse aggregate used in pervious concrete[10]

<table>
<thead>
<tr>
<th>Sieve size (mm)</th>
<th>Percentage passing for nominal sizes (by weight)</th>
<th>Single-sized aggregates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40 mm</td>
<td>20 mm</td>
</tr>
<tr>
<td>50.0</td>
<td>100</td>
<td>--</td>
</tr>
<tr>
<td>37.5</td>
<td>85 – 100</td>
<td>100</td>
</tr>
<tr>
<td>20.0</td>
<td>0 – 25</td>
<td>85 – 100</td>
</tr>
<tr>
<td>14.0</td>
<td>--</td>
<td>0 – 70</td>
</tr>
<tr>
<td>10.0</td>
<td>0 – 5</td>
<td>0 – 25</td>
</tr>
<tr>
<td>5.0</td>
<td>--</td>
<td>0 – 5</td>
</tr>
<tr>
<td>2.36</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

### Table (4): Sieve analysis of the used fine aggregates

<table>
<thead>
<tr>
<th>Sieve size (mm)</th>
<th>Percentage passing (%)</th>
<th>Iraqi specification No. 45, 1984[10] (Zone No. 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>2.36</td>
<td>67</td>
<td>65-100</td>
</tr>
<tr>
<td>1.18</td>
<td>58</td>
<td>45-100</td>
</tr>
<tr>
<td>0.6</td>
<td>49</td>
<td>25-85</td>
</tr>
<tr>
<td>0.3</td>
<td>12</td>
<td>5-48</td>
</tr>
<tr>
<td>0.15</td>
<td>1</td>
<td>0-15</td>
</tr>
<tr>
<td>Fineness modulus</td>
<td>3.1</td>
<td></td>
</tr>
</tbody>
</table>

3. Fine aggregates:

Sand from Kanhash region near Mosul city was used, its grading test was done in accordance to Iraqi specification No. 45, 1984[10], its sieve analysis was shown in Table (4).

Relative properties of the used coarse and fine aggregates were shown in Table (5).
Table (5): Relative properties of the used coarse and fine aggregates

<table>
<thead>
<tr>
<th>Properties</th>
<th>Coarse aggregates test results</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>S.S.D. sp. Gravity</td>
<td>2.64</td>
<td></td>
</tr>
<tr>
<td>App. sp. Gravity</td>
<td>2.66</td>
<td></td>
</tr>
<tr>
<td>Absorption capacity (%)</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Rodded unit weight (kg/m³)</td>
<td>1716</td>
<td>ASTM C29[12]</td>
</tr>
<tr>
<td>Voids content (%)</td>
<td>33.26</td>
<td></td>
</tr>
</tbody>
</table>

4. Super plastizers:

Super plasticizers type Sika Visco Crete -SF 18 was used; their technical date was shown in Table (6).

Table (6): Technical data for the used Superplasticizers type (Sika ViscoCrete -SF 18)

<table>
<thead>
<tr>
<th>Product description</th>
<th>Sika ViscoCrete -SF 18 is a third generation superplasticiser for concrete and mortar.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uses</td>
<td>(a) A wide range of applications where excellent workability and high strength development are required.</td>
</tr>
<tr>
<td></td>
<td>(b) Concrete with ultra high water reduction (up to 30%).</td>
</tr>
<tr>
<td></td>
<td>(c) High performance concretes.</td>
</tr>
<tr>
<td></td>
<td>(d) Self-Compacting Concrete (SCC).</td>
</tr>
<tr>
<td>Chemical Base</td>
<td>Modified polycarboxylates based polymer.</td>
</tr>
<tr>
<td>Density</td>
<td>1.10 ± 0.02 g/cm³ (at + 20°C).</td>
</tr>
<tr>
<td>pH Value</td>
<td>3 – 7</td>
</tr>
</tbody>
</table>
5. Water:
Tap water was used in preparing and curing all concrete specimens.

Concrete tests:
The tests that were conducted on concrete specimens to provide a complete picture of the compressive strength\textsuperscript{13} and permeability\textsuperscript{14} of the pervious concrete.

Results and Analysis:
In this research, different w/c ratios were used in order to find the best w/c ratio that enough for hydration of cement and the best mix proportion (C:A) for MAS = 10 mm. Results of the existing investigation were tabulated in Tables (7 to 12).

Table (7): Compressive strength of the trial mixes prepared with different MAS

<table>
<thead>
<tr>
<th>Mix Proportions</th>
<th>MAS (mm)</th>
<th>w/c ratio</th>
<th>7-day compressive strength (MPa)</th>
<th>28-day compressive strength (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:6</td>
<td>40</td>
<td>0.33</td>
<td>7.8</td>
<td>11.1</td>
</tr>
<tr>
<td>1:6</td>
<td>20</td>
<td>0.33</td>
<td>8.2</td>
<td>11.5</td>
</tr>
<tr>
<td>1:6</td>
<td>14</td>
<td>0.33</td>
<td>9.0</td>
<td>13.6</td>
</tr>
<tr>
<td>1:6</td>
<td>10</td>
<td>0.33</td>
<td>7.2</td>
<td>10.3</td>
</tr>
<tr>
<td>1:6</td>
<td>5.0</td>
<td>0.33</td>
<td>5.4</td>
<td>7.6</td>
</tr>
</tbody>
</table>

Fig. (1): Effect of C:A and MAS on the compressive strength for w/c = 0.33
In Table (7), different sizes of aggregates (MAS = 40, 20, 14, 10, and 5.0) mm. with w/c = 0.33 and mix proportions (C:A = 1:6) were used in preparing specimens of pervious concrete. Results indicated that, w/c = 0.33 was enough for specimens prepared with (MAS = 40, 20, and 14 mm) but it does not enough for specimens prepared with (MAS = 10, and 5.0 mm), since the smaller size of aggregate demands more water due to the higher surface area.

Table (8): Compressive strength of the trial mixes prepared with MAS = 10 mm., different C:A and different w/c ratios

<table>
<thead>
<tr>
<th>Mix Proportions</th>
<th>MAS (mm)</th>
<th>w/c ratios</th>
<th>7-day compressive strength (MPa)</th>
<th>28-day compressive strength (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:6</td>
<td>10</td>
<td>0.33</td>
<td>7.2</td>
<td>10.3</td>
</tr>
<tr>
<td>1:6</td>
<td>10</td>
<td>0.35</td>
<td>8.8</td>
<td>12.9</td>
</tr>
<tr>
<td>1:6</td>
<td>10</td>
<td>0.40</td>
<td>8.2</td>
<td>12.1</td>
</tr>
<tr>
<td>1:10</td>
<td>10</td>
<td>0.33</td>
<td>3.4</td>
<td>4.6</td>
</tr>
<tr>
<td>1:10</td>
<td>10</td>
<td>0.35</td>
<td>5.8</td>
<td>8.1</td>
</tr>
<tr>
<td>1:10</td>
<td>10</td>
<td>0.40</td>
<td>3.8</td>
<td>5.1</td>
</tr>
</tbody>
</table>

Fig. (2): Effect of C:A and w/c ratio on the compressive strength for MAS = 10 mm, with compaction

Discussing results of Table (8), it was found that the best mix proportions was C:A = 1:6 and w/c = 0.35, since w/c = 0.33 gave the minimum strength. This may be due to insufficient water that does not enough to complete the hydration of cement and also the smaller size of aggregate has larger surface area that made it demands higher amount of water.
Table (9): Compressive strength of the trial mixes prepared with different MAS (C:A = 1:6, and w/c = 0.35)

<table>
<thead>
<tr>
<th>Mix Proportions</th>
<th>MAS (mm)</th>
<th>w/c ratio</th>
<th>7-day compressive strength (MPa)</th>
<th>28-day compressive strength (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:6</td>
<td>40</td>
<td>0.35</td>
<td>7.6</td>
<td>10.5</td>
</tr>
<tr>
<td>1:6</td>
<td>20</td>
<td>0.35</td>
<td>7.8</td>
<td>11.3</td>
</tr>
<tr>
<td>1:6</td>
<td>14</td>
<td>0.35</td>
<td>8.2</td>
<td>12.0</td>
</tr>
<tr>
<td>1:6</td>
<td>10</td>
<td>0.35</td>
<td>8.8</td>
<td>12.9</td>
</tr>
<tr>
<td>1:6</td>
<td>5.0</td>
<td>0.35</td>
<td>6.5</td>
<td>9.1</td>
</tr>
</tbody>
</table>

From Table (9), it was found that the better concrete mix was prepared with MAS = 10 mm, C:A = 1:6 and w/c = 0.35, permeability (the time required for water to penetrate through concrete samples = 2 sec.), so that, this mix will be used as a control (reference) mix.

Table (10): Effect of sand content and compaction on the compressive strength and permeability of pervious concrete (MAS = 10 mm., and w/c = 0.35)

<table>
<thead>
<tr>
<th>Mix Proportions</th>
<th>Sand content (%)</th>
<th>Without compaction</th>
<th>With compaction</th>
<th>Required time* (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>7-day compressive strength (MPa)</td>
<td>28-day compressive strength (MPa)</td>
<td>Required time* (sec)</td>
</tr>
<tr>
<td>1:6</td>
<td>5</td>
<td>10.8</td>
<td>13.7</td>
<td>3</td>
</tr>
<tr>
<td>1:6</td>
<td>10</td>
<td>12.0</td>
<td>15.3</td>
<td>6</td>
</tr>
<tr>
<td>1:6</td>
<td>20</td>
<td>7.6</td>
<td>9.4</td>
<td>10</td>
</tr>
</tbody>
</table>

* The time required for water to penetrate through concrete samples.
Discussing results shown in Table (10) and Figures (3 and 4), results indicated that:

1. **Without compaction**: it was clear that adding (5 and 10)% sand as a replacement of the total aggregate increases the 28-day compressive strength from (12.9 to 13.7) MPa and (12.9 to 15.3) MPa respectively, as compared with the control mix, permeability (the time required for water to penetrate through concrete samples increased from 3 to 6 sec.), while adding (20%) sand reduce the 28-day compressive strength from (12.9 to 9.4) MPa. This may be due to the mixing water was not enough to complete mixing and insufficient to complete the hydration of cement, and this may be the reason that some aggregate particles does not covered by the cement paste, while time required for water to penetrate through concrete samples increased to 10 sec. as compared with control mix = 2 sec. due to high sand ratio that effect on voids.
2. **With compaction:** compaction increases the 28-day compressive strength from (13.7 to 17.25) MPa with adding only (5%) of sand, but reduce permeability (time required for water to penetrate through concrete samples increased to 4 sec.), while adding 10% sand increases the 28-day compressive strength from (13.7 to 19.1) MPa, while permeability was reduced (time required for water to penetrate through concrete samples increased from 6 to 7 sec.), while adding 20% sand reduces permeability (10 to 12) sec. and increases the 28-day compressive strength from (9.4 to 13.0) MPa.

**Table (11): Effect of super plasticizers and compaction on the compressive strength and permeability of pervious concrete**

(MAS = 10 mm., w/c = 0.35, and 0.5% super plasticizers)

<table>
<thead>
<tr>
<th>Mix Proportions</th>
<th>Without compaction</th>
<th>With compaction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>7-day compressive</td>
<td>28-day</td>
</tr>
<tr>
<td></td>
<td>strength (MPa)</td>
<td>compressive</td>
</tr>
<tr>
<td>1:6</td>
<td>11.0</td>
<td>14.1</td>
</tr>
</tbody>
</table>

Discussing results shown in Table (11) indicated that:

1. **Without compaction:** it was clear that adding 0.5% superplastizers increase the 28-day compressive strength from (12.9 to 14.1) MPa as compared with the control mix (reference mix), while permeability = 2 sec.

2. **With compaction:** adding 0.5% superplastizers with compaction increase the 28-day compressive strength from (14.1 to 17.7) MPa as compared with specimen without compaction, but the time required for water to penetrate through concrete samples increase from (2 to 4) sec.
Table (12): Effect of sand and superplastcizers content on compressive strength and permeability of pervious concrete

(MAS = 10 mm, w/c = 0.35 and 0.5% superplastcizers)

<table>
<thead>
<tr>
<th>Mix Proportions</th>
<th>Sand content (%)</th>
<th>Without compaction</th>
<th>With compaction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>7-day compressive</td>
<td>28-day compressive</td>
</tr>
<tr>
<td></td>
<td></td>
<td>strength (MPa)</td>
<td>strength (MPa)</td>
</tr>
<tr>
<td>1:6</td>
<td>5.0</td>
<td>11.2</td>
<td>14.1</td>
</tr>
<tr>
<td>1:6</td>
<td>10.0</td>
<td>13.3</td>
<td>17.4</td>
</tr>
<tr>
<td>1:6</td>
<td>20.0</td>
<td>8.1</td>
<td>10.5</td>
</tr>
</tbody>
</table>

Fig. (5): Effect of C:A and sand content on the compressive strength for MAS = 10 mm, w/c = 0.35, and 0.5% superplastizers (without compaction)

Fig. (6): Effect of C:A, sand content, and compaction on the compressive strength for MAS = 10 mm, w/c = 0.35, and 0.5% superplastizers
Discussing results shown in Table (12) and Figures (5 and 6), results indicated that:

1. **Without compaction**: adding 0.5% superplastizers and different ratios of sand together led to increase the 28-day compressive strength from (12.9 to 14.1) MPa as compared with the control mix prepared with sand ratio 5%, with permeability = 3 sec. while adding 10% sand led to increase the 28-day compressive strength from (12.9 to 17.4) MPa, with permeability = 6 sec. Finally adding 20% sand led to decrease the 28-day compressive strength from (12.9 to 10.5) MPa, and this may be due to the water doesn't enough to complete hydration of cement as noticed during mixing process, with permeability = 10 sec.

2. **With compaction**: adding 0.5% superplastizers and different ratios of sand together with compaction led to increase the 28-day compressive strength from (14.1 to 18) MPa as compared with the specimen without compaction with sand ratio 5%, and increase the time required for water to penetrate through concrete samples from (3 to 4) sec. while adding 10% sand led to increase the 28-day compressive strength from (17.4 to 19.7) MPa, with permeability = 7 sec. Finally adding 20% sand led to increase the 28-day compressive strength from (10.5 to 14.2) MPa, with permeability = 12 sec.

3. On the other hand, results indicated that, the optimum sand ratio was (10)% which increases both compressive strength and permeability.

**Conclusions:**

Depending on the test results obtained from the existing investigation, the following conclusions may be drawn:

1. In this research, the optimum mix proportions (C:A = 1:6, w/c = 0.35 and MAS = 10 mm with permeability = 2 sec.), which obtained by trial mixes, was considered a control mix.
2. Test results indicated that, the best w/c ratio was 0.33 for MAS = 40, 20 and 14 mm., while w/c ratios 0.35 and 0.40 were the best for MAS = 10 mm. and 5.0 mm. respectively.
3. Adding 10% sand to pervious concrete enhance 28-day compressive strength from (12.9 to 19.1) MPa and (12.9 to 15.3) MPa with and without compaction as compared with control mix but reduce permeability (the time required for water to penetrate through the concrete increases from 2 to 6 sec. and from 2 to 7 sec. with and without compaction respectively as compared with the control mix.
4. Adding 20% sand to pervious concrete was too much and reduce both compressive strength and permeability. 28-day compressive strength (13.0 to 9.4) MPa, with and without
compaction. While increase time required for water to penetrate through concrete samples (permeability) from (12 to 10) sec. with and without compaction.

5. Compaction increases compressive strength from (12.9 to 15.6) MPa but reduce permeability (increase time required for water to penetrate through concrete samples) from (2 to 4) sec.

6. Adding 0.5% of superplastizers and 10% sand with compaction increases the compressive strength of pervious concrete up to 19.0 MPa and permeability to 7 sec.

7. Results also indicated that, when adding 0.5% super-plastizers, the 28-day compressive strength was increased to (17.7 and 14.1) MPa for mixes prepared with and without compaction respectively.
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ABSTRACT

In this paper an Artificial Neural Networks (ANNNS) model is designed to predict the Total Dissolved Solids (TDS) concentration in marsh water. A previous data set are selected from previous studies which done on analysis of marsh water quality, these data are arranged in a format of five input parameters to feed forward back-propagation including the acidity (pH), calcium concentration (C), Magnesium Concentration (M), Chloride Concentration (Cl) and Sulphate Concentration (S), and one output parameter as Total Dissolved Solids concentration. Artificial Neural Network used to study the effect of each parameter on TDS concentration in marsh water. Several structures of ANNs model is examined with different transfer functions, activation functions, number of neurons in each hidden layer and number of hidden layers. Results show that the two hidden layer network with transfer function (trainscg) with (12 & 10) neurons in the first and second hidden layer respectively and (tansig-tansig-purelin) gives the best performance (Mean Square Error: 3.05e-5) network for this prediction.

Keyword: Total Dissolved Solids, Neural Networks, Prediction, Marsh Water.

الخلاصة

في هذه الورقة صمم نموذج شبكات عصبية صناعية لتحسين تركيز المواد الصلبة الذائبة الكلية في مياه الاهوار.

أُخِتِرَت مجموعة معلومات سابقة مختارة من الدراسات السابقة التي عملت على تحليل نوعية مياه الاهوار، وُرَتت هذه البيانات في صيغة خمسة عوامل داخلي للشبكة متماثلة ناك الموضة (pH)، تركيز الكالسيوم، تركيز المغنيسيوم، تركيز الكليوريد، وتركيز الكربونات، وعامل ناتج واحد متماثل يركز المواد الصلبة الذائبة في مياه الاهوار. استخدمت الشبكة العصبية الصناعية لدراسة تأثير كل من العوامل الداخلية على تركيز المواد الصلبة الذائبة في مياه الاهوار.

اختبرت عدة تراكيب لنموذج الشبكة العصبية في مختلف دوال النقل، دوال التنشيط، عدد العقد في كل طبقة مخفية وعدد الطبقات المخفية. أوضحت النتائج بأن الشبكة العصبية ذو الطبقتين المخفين بتلك النقل (trainscg) مع (12 و10) عقد (tansig tansig purelin) تعطي أفضل أداء (متوسط مربع نسبه الخطأ : 3,05*10^{-5}) للشبكة لهذا التنبؤ في هذه الدراسة.
Introduction:

Iraqi marshes are one of the most ancient marshes in the world and pride themselves on its beautiful scenery and its rich natural ecological system. Closely involved in the lives of people over many years, marshes have been an important water resource and helped create and preserve distinctive culture. Lack of water resources and optimum management have been two recent challenges of water resources engineering [1]. Population growth, decrease of useable water resources, improvements in lifestyle, growing rate of consumption, climate change and several other parameters have caused useable water to be a significant problem for future. Economic and efficient use of water resources and its management have an increasingly significant role. Prediction of Total Dissolved solids(TDS) in water is one of the methods which have been recently considered for management of water resources. The predictions can be used for water resources planning and management in case they are of acceptable accuracy. There are two methodologies for prediction of TDS, like other water quality parameters; first, precise study of different processes which can affect water salinity and developing statistical or deterministic models according to the obtained information. Second, developing Data Driven Models using information and collected data; In the latter technique, relationship between input and output data can be found using input data, but still physical understanding of phenomena is significant for having suitable input data for model [2,3].

The artificial neural network (ANN) technique is an artificial intelligence technique that attempts to mimic the human brain’s problem solving capabilities. Artificial neural networks are capable of self-organization and learning; patterns and concepts can be extracted directly from historical data. In general, artificial neural networks can be applied to the following types of problems: pattern classification, clustering and categorization, function approximation, prediction and forecasting, optimization, associative memory, and process control. When presented with data patterns, sets of historical input and output data that describe the problem to be modeled, ANNs map the cause-and-effect relationships between the model input data and output data. This mapping of input and output relationships in the ANN model architecture allows developed models to be used to predict the value of the model output parameter, given any reasonable combination of model input data, with satisfactory accuracy[4].
This paper, artificial neural network model is used to represent the theoretical work, this model is coded using MATLAB (R2008a). Then ‘MATLAB Function program’ is developed to call the model results (the correct weights and bases); this function is saved with the M-File basic functions of MATLAB. In order to simplifying this model for general use, graphical user interface is developed using MATLAB code, the result of this program is based on the ‘MATLAB Function program’ which, in turn, uses neural network model result.

Neural network model is used to predict the Total Dissolved Solids in water which depends upon the results of the experimental work as training and testing data. The aim of the theoretical work is to obtain the best neural network model used to predict the overall mass transfer coefficient.

1. Artificial Neural Networks Model:

Theoretical work which is represented by ANN modelling. This program implements several different neural network algorithms, including back-propagation algorithm. The configuration and training of neural networks is a trial–and–error process due to such undetermined parameters as the number of hidden layers, the number of nodes in the hidden layers, the learning parameter, and the number of training patterns. An artificial neural network is developed to predict TDS. This section describes the data selection for training and testing patterns, the topology of the constructed network, the training process and the verification of the neural network results. The successful application of neural network to a problem depends on the problem representation and learning. Problem representation means the selection of a proper topology of the network.

The back propagation networks are most useful for problems involving forecasting and pattern recognition. Two subsets of data are used to build a neural network model: a training set and a testing set. The training phase needs to produce a neural network that is both stable and convergent. Therefore, selecting what data to use for training a network is one of the most important steps in building a neural network model. The training set is used for computing the gradient and updating the network weights and biases to diminish the training error, and find the relationship between the input and output parameters. Hence, the learning process is a crucial phase in NN modeling. The testing set is used to evaluate the generalization ability of the learning process. In this study the testing set contains approximately (20) % of total database. The parameters used in this study are shown in Table (1) [5,6,7,8]. The experimental values used to train the neural network as training data. The total number of
(140) test cases were utilized. The training set contains (112) cases and the testing set comprises of (28) cases.

1.1 Structure of Back propagation Neural Network:

The nodes in the input layer and output layer are usually determined by the nature of the problem. The main difficulty in the structural identification of a complex nonlinear system arises from the huge amount of possible relationships among variables. The selection of outputs is straightforward and depends on the modeling goal. However, informed input-variable selection is critical to achieving efficient model performance [9].

In this study the (140) sample data are chosen for parameters which may be introduced as the components of the input vector consist of the pH, Calcium concentration (C), Magnesium Concentration (M), Chloride Concentration (Cl) and Sulfate Concentration. The output data is the Total Dissolved Solids Concentration (TDS) in marsh water Therefore, the nodes in the input layer and output layer are (5) and (1), respectively as shown in figure (1).

Figure 1 Configuration of Neural Network (3-7-5-2)
2.2 Normalizing Input and Output Data Set

The input and output data sets should be normalized before they are applied to the neural network so as to limit the input and output values within a specified range. This is due to the large difference in the values of the data provided to the neural network. Besides, the activation function used in the back propagation neural network is a hyperbolic tangent function, the lower and upper limits of this function are -1 and +1 respectively.

In this work, the used function for normalization is [10]:

\[ p_{ni} = 2[p_i - p_{\text{min}}]/(p_{\text{max}} - p_{\text{min}}) - 1 \]  

Where: \( p_i \) is the value of \( i \)-th variable, \( p_{\text{min}} \) is the minimum value of \( p_i \) and \( p_{\text{max}} \) is the maximum value of \( p_i \).

2.2 Optimization Technique and Error Estimates

Neural network functions depend non-linearly on their weights and so the minimization of the corresponding error function requires the use of iterative non-linear optimization algorithms. These algorithms make use of the derivatives of the error function with respect to the weights of the network. After completing the training process, the model is tested using another batch of data which has not been used in the training set.

The following statistical parameters of significance are calculated, for the present work, at the end of the training and testing calculations:

1. Mean square error (MSE): is a statistical measure of the differences between the values of the outputs in the training set and the output values the network is predicting. The goal is to minimize the value of MSE.

2. Correlation coefficient \( (R) \): is a measure of how the actual and predicted values correlate to each other. The goal is to maximize the value of \( R \). The correlation coefficient function can be described as following [11]:

\[ R = an(tn'/Q - 1)/sta * sst \]  

Where: \( an \) and \( tn' \) are the normalized outputs and transpose matrix of normalized target data respectively, \( sta \) and \( sst \) are the standard deviation of the output and target data respectively.

\( Q \) is the number of the data in target vector.

2.3 Number of Hidden Layers and Number of Nodes in Hidden Layer

The choice of the number of hidden layers, number of nodes in the hidden layer and the activation function depends on the network application.
It is usually to start with a relatively small number of hidden units and increase it until we are satisfied with the approximation quality of the network. Unfortunately, the network needs to be fully retrained after each modification of its structure. The number of nodes in a hidden layer(s) drastically affects the outcome of the network training [12].

Therefore, trial-and-error approach is carried out to choose an adequate number of hidden layers and number of nodes in each hidden layer. The number of nodes in the hidden layer is selected according to the following rules:

1. The maximum error of the output network parameters should be as small as possible for both training patterns and testing patterns.
2. The correlation coefficient should be as high as possible especially. It is a measure of how well the variation in the output is explained by the targets. If this number is equal to (1), then there is perfect correlation between targets and outputs.

In this study the network is tested with one and two hidden layer configurations with an increasing number of nodes in each hidden layer(s). Different training function types and activation functions are investigated.

In this work, all training algorithms available in MATLAB (R2008a) are examined in this investigation. These algorithms are:

1. Conjugate gradient (traincgf, traincgp, traincgb, traincse).
2. Quasi-Newton (trainbfg, trainoss).
3. Levenberg-Marquardt (trainlm, trainbr).
4. Gradient Descent (traingd, traingdm).
5. Variable Learning Rate (traingdx).

These functions were used for one hidden layer investigation and two hidden layers investigation [13].

The program of this work can be computerized in a three steps as following:

1. The first step is the “Neural Network” program that is coded in MATLAB (R2008a) language realizes the training and generalization processes of the back propagation network. The structure of this program is shown in Fig. 2. The main variables are stored using the cell arrays. The cell arrays in MATLAB are multidimensional arrays whose elements are copies of other arrays, and then the neural network description is extracted and saved in a separate file. The results of this step are suitable values of the weight and the biases.
2. The second step is the “MATLAB Function” program that is coded in MATLAB (R2008a) also. This function uses the network parameters extracted in step 1 to put the selected model in its operating mode.

3. The third step is the “Graphical User Interface” program that is coded using MATLAB (R2008a). This program uses the function extracted in step 2 to put this function in its operating mode as shown in Fig(2).

Fig. 2: The Structure of the Neural Network Program
### Table (1): Input and Output Parameters

<table>
<thead>
<tr>
<th>Item</th>
<th>Parameters</th>
<th>Range of Parameters</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input Parameters</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pH</td>
<td></td>
<td>6.9</td>
<td>8.48</td>
</tr>
<tr>
<td>Calcium Concentration (ppm)</td>
<td></td>
<td>41.88</td>
<td>700</td>
</tr>
<tr>
<td>Magnesium Concentration (ppm)</td>
<td></td>
<td>21.7</td>
<td>661</td>
</tr>
<tr>
<td>Chloride Concentration (ppm)</td>
<td></td>
<td>30</td>
<td>1940</td>
</tr>
<tr>
<td>Sulfate Concentration (ppm)</td>
<td></td>
<td>74</td>
<td>2500</td>
</tr>
<tr>
<td><strong>Output Parameter</strong></td>
<td>Total Dissolved Concentration (TDS) (ppm)</td>
<td>500</td>
<td>6189</td>
</tr>
</tbody>
</table>

3. Results and Discussions:

3.1 One Hidden Layer Network:

One hidden layer networks are investigated with different training and activation functions for the hidden and output layer. Different numbers of nodes in each hidden layer from (6 to 12) nodes are used. The performance and regression of these topologies of network for both training and testing are shown in Tables (2,3,4,5,6 and 7).
### Table (2): MSE and R for Conjugate Gradient training functions

<table>
<thead>
<tr>
<th>Training Function</th>
<th>Node No.</th>
<th>Training data (80%)</th>
<th>Testing data (20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td>traincgf</td>
<td>6</td>
<td>0.0155</td>
<td>0.925</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.0153</td>
<td>0.926</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.0078</td>
<td>0.963</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.0078</td>
<td>0.963</td>
</tr>
<tr>
<td>traincg</td>
<td>6</td>
<td>0.015</td>
<td>0.9274</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.0103</td>
<td>0.9507</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.006</td>
<td>0.9717</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.0069</td>
<td>0.9674</td>
</tr>
<tr>
<td>traincgb</td>
<td>6</td>
<td>0.0131</td>
<td>0.9371</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.0119</td>
<td>0.9431</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.088</td>
<td>0.9581</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.0054</td>
<td>0.9745</td>
</tr>
<tr>
<td>trainscg</td>
<td>6</td>
<td>0.0112</td>
<td>0.9461</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.01</td>
<td>0.9523</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.0083</td>
<td>0.9605</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.0059</td>
<td>0.9727</td>
</tr>
</tbody>
</table>

### Table (3): MSE and R for Quasi-Newton training functions

<table>
<thead>
<tr>
<th>Training Function</th>
<th>Node No.</th>
<th>Training data (80%)</th>
<th>Testing data (20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td>trainbfg</td>
<td>6</td>
<td>0.0132</td>
<td>0.9366</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.009</td>
<td>0.9569</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.0058</td>
<td>0.9724</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.0072</td>
<td>0.9657</td>
</tr>
<tr>
<td>trainsoss</td>
<td>6</td>
<td>0.0142</td>
<td>0.9314</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.011</td>
<td>0.9471</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.0099</td>
<td>0.9534</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.0069</td>
<td>0.968</td>
</tr>
</tbody>
</table>
Table (4): MSE and R for Gradient Descent training function

<table>
<thead>
<tr>
<th>Activation Function</th>
<th>Training Function</th>
<th>Node No.</th>
<th>Training data (80%)</th>
<th>Testing data (20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td>{tansig, purelin}</td>
<td>traingd</td>
<td>6</td>
<td>0.04833</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>0.0388</td>
<td>0.7983</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.0377</td>
<td>0.8042</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>0.0377</td>
<td>0.8042</td>
</tr>
<tr>
<td></td>
<td>traingdm</td>
<td>6</td>
<td>0.0369</td>
<td>0.8095</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>0.0438</td>
<td>0.7682</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.03398</td>
<td>0.8261</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>0.0358</td>
<td>0.815</td>
</tr>
</tbody>
</table>

Table (5): MSE and R for Levenberg-Marquardt training function

<table>
<thead>
<tr>
<th>Activation Function</th>
<th>Training Function</th>
<th>Node No.</th>
<th>Training data (80%)</th>
<th>Testing data (20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td>{tansig, purelin}</td>
<td>Trainlm</td>
<td>6</td>
<td>0.0171</td>
<td>0.9164</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>0.0086</td>
<td>0.9591</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.006</td>
<td>0.9721</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>0.0055</td>
<td>0.9741</td>
</tr>
</tbody>
</table>

Table (6): MSE and R for Variable Learning Rate training function

<table>
<thead>
<tr>
<th>Activation Function</th>
<th>Training Function</th>
<th>Node No.</th>
<th>Training data (80%)</th>
<th>Testing data (20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td>{tansig, purelin}</td>
<td>Traingdx</td>
<td>6</td>
<td>0.0176</td>
<td>0.9144</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>0.0172</td>
<td>0.9161</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.0186</td>
<td>0.9091</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>0.0149</td>
<td>0.9282</td>
</tr>
</tbody>
</table>
Table (7): MSE and R for Resilient Backpropagation training function

<table>
<thead>
<tr>
<th>Activation Function: (tansig, purelin)</th>
<th>Training Function</th>
<th>Node No.</th>
<th>Training data (80%)</th>
<th>Testing data (20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td>Trainrp</td>
<td>6</td>
<td>0.0186</td>
<td>0.909</td>
<td>0.0207</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.0118</td>
<td>0.9433</td>
<td>0.0147</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.0102</td>
<td>0.9515</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.0081</td>
<td>0.9613</td>
<td>0.009</td>
</tr>
</tbody>
</table>

It can be seen that From Tables (2,3,4,5,6 and 7), the networks with (12) nodes in the hidden layer and activation function as hyperbolic tangent (tansig) and (purelin) function for hidden and output layers respectively gives best performance and correlation coefficient for networks with training function (traincgf, traincgb, trainscg, trainoss, traingd, trainlm and trainrp) while networks with (10) nodes in the hidden layer and training function (traincgp, trainbfg, traingdm and traingdx) gives best results than other. The best performance network for predicting TDS concentration in water is the one with (12) nodes in hidden layer with training function (trainlm).

3.2 Two Hidden Layers Investigation

Artificial Neural Networks(ANNs) with Two hidden layers and different training and activation functions for each layer are investigated. Different nodes numbers in each hidden layer from (6 to 12) nodes in the first hidden layer and (5-10) in the second one are choosing. The performance and regression of these topologies for both training and testing are shown in Tables (8, 9, 10, 11, 12 and 13).
### Table (8): MSE and R for Conjugate Gradient training functions

<table>
<thead>
<tr>
<th>Activation Function</th>
<th>Training Function</th>
<th>Node No.</th>
<th>Training data (80%)</th>
<th>Testing data (20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td>{tansig, tansig, purelin}</td>
<td>traincgf</td>
<td>6-5</td>
<td>0.0052</td>
<td>0.9758</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8-6</td>
<td>0.0023</td>
<td>0.9896</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-8</td>
<td>8.831e-4</td>
<td>0.9959</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12-10</td>
<td>4.422e-4</td>
<td>0.9979</td>
</tr>
<tr>
<td>{tansig, tansig, purelin}</td>
<td>traincgp</td>
<td>6-5</td>
<td>0.0088</td>
<td>0.9587</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8-6</td>
<td>0.0128</td>
<td>0.9389</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-8</td>
<td>0.0021</td>
<td>0.9903</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12-10</td>
<td>0.0019</td>
<td>0.9911</td>
</tr>
<tr>
<td>{tansig, tansig, purelin}</td>
<td>traincg</td>
<td>6-5</td>
<td>0.0064</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8-6</td>
<td>0.0015</td>
<td>0.9927</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-8</td>
<td>5.4205e-4</td>
<td>0.9975</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12-10</td>
<td>2.3210e-4</td>
<td>0.9986</td>
</tr>
<tr>
<td>{tansig, tansig, purelin}</td>
<td>trainscg</td>
<td>6-5</td>
<td>0.0027</td>
<td>0.987</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8-6</td>
<td>0.0019</td>
<td>0.9911</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-8</td>
<td>3.923e-4</td>
<td>0.9982</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12-10</td>
<td>3.052e-5</td>
<td>0.9999</td>
</tr>
</tbody>
</table>

### Table (9): MSE and R for Quasi-Newton training functions

<table>
<thead>
<tr>
<th>Activation Function</th>
<th>Training Function</th>
<th>Node No.</th>
<th>Training data (80%)</th>
<th>Testing data (20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td>{tansig, tansig, purelin}</td>
<td>trainbfg</td>
<td>6-5</td>
<td>0.0022</td>
<td>0.9896</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8-6</td>
<td>0.001</td>
<td>0.9952</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-8</td>
<td>2.013e-4</td>
<td>0.9991</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12-10</td>
<td>1.588e-4</td>
<td>0.9993</td>
</tr>
<tr>
<td>{tansig, tansig, purelin}</td>
<td>trainscg</td>
<td>6-5</td>
<td>0.0039</td>
<td>0.9817</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8-6</td>
<td>0.0047</td>
<td>0.9777</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-8</td>
<td>8.796e-4</td>
<td>0.9959</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12-10</td>
<td>8.018e-4</td>
<td>0.9962</td>
</tr>
</tbody>
</table>
Table (10): MSE and R for Levenberg-Marquardt training function

<table>
<thead>
<tr>
<th>Activation Function : {tansig, tansig, purelin}</th>
<th>Training Function</th>
<th>Node No.</th>
<th>Training data (80%)</th>
<th>Testing data (20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6-5</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>trainlm</td>
<td>8-6</td>
<td>3.132e-4</td>
<td>0.99895</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-8</td>
<td>2.49e-22</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12-10</td>
<td>3.044e-24</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0027</td>
<td>0.9839</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5.042e-4</td>
<td>0.9967</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.807e-22</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.245e-24</td>
<td>1</td>
</tr>
</tbody>
</table>

Table (11): MSE and R for Gradient Descent training function

<table>
<thead>
<tr>
<th>Activation Function : {tansig, tansig, purelin}</th>
<th>Training Function</th>
<th>Node No.</th>
<th>Training data (80%)</th>
<th>Testing data (20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6-5</td>
<td>0.0463</td>
</tr>
<tr>
<td></td>
<td>Traingd</td>
<td>8-6</td>
<td>0.0385</td>
<td>0.8002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-8</td>
<td>0.0384</td>
<td>0.8214</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12-10</td>
<td>0.0287</td>
<td>0.8555</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.028</td>
<td>0.8062</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0279</td>
<td>0.8031</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0175</td>
<td>0.8837</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.025</td>
<td>0.8185</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0175</td>
<td>0.8837</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.025</td>
<td>0.8213</td>
</tr>
</tbody>
</table>

Table (12): MSE and R for Variable Learning Rate training function

<table>
<thead>
<tr>
<th>Activation Function : {tansig, tansig, purelin}</th>
<th>Training Function</th>
<th>Node No.</th>
<th>Training data (80%)</th>
<th>Testing data (20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6-5</td>
<td>0.0138</td>
</tr>
<tr>
<td></td>
<td>traindx</td>
<td>8-6</td>
<td>0.0147</td>
<td>0.9289</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-8</td>
<td>0.0132</td>
<td>0.9396</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12-10</td>
<td>0.0089</td>
<td>0.9577</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.019</td>
<td>0.877</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0127</td>
<td>0.9157</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.016</td>
<td>0.8991</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0103</td>
<td>0.9366</td>
</tr>
</tbody>
</table>

Table (13): MSE and R for Resilient Backpropagation training function

<table>
<thead>
<tr>
<th>Activation Function : {tansig, tansig, purelin}</th>
<th>Training Function</th>
<th>Node No.</th>
<th>Training data (80%)</th>
<th>Testing data (20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6-5</td>
<td>0.0065</td>
</tr>
<tr>
<td></td>
<td>trainrp</td>
<td>8-6</td>
<td>0.0061</td>
<td>0.9714</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-8</td>
<td>0.0047</td>
<td>0.9776</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12-10</td>
<td>0.0012</td>
<td>0.9944</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0107</td>
<td>0.9327</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0091</td>
<td>0.9458</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0057</td>
<td>0.9633</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0027</td>
<td>0.9853</td>
</tr>
</tbody>
</table>
It can be seen that tables from (8) to (13) show that the response of network with different training functions changed with variation of nodes in the first and the second hidden layers. The training function selected here is conjugate gradient back propagation type (TRAINSCG) which indicated high regression and best performance with lowest mean square error. Other functions are investigated and compared in the present work. The transfer function (trainlm) with node (14-10) and (15-12) have high MSE values but its performance suffer from overfitting data, therefore it is not good function compared with other functions.

The selected training function (TRAINSCG) in this study must be examined with another different activation function to complete this investigation as showing in Table (14) and Fig. (14), which are shown that (tansig, tansig, purelin) activation function arrangement gives the best performance and regressions for both training and testing phases.

Table (14): MSE & Regression with Different Arrangements of Activation Functions
Each of Two hidden layer (12-10) Network with TRAINSCG Training Function.

<table>
<thead>
<tr>
<th>TRAINSCG Training Function</th>
<th>Arrangements of Activation Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(tansig, purelin, purelin)</td>
</tr>
<tr>
<td>MSE (train)</td>
<td>0.0066</td>
</tr>
<tr>
<td>MSE (test)</td>
<td>0.0074</td>
</tr>
<tr>
<td>R (train)</td>
<td>0.9688</td>
</tr>
<tr>
<td>R (test)</td>
<td>0.9540</td>
</tr>
</tbody>
</table>

The analysis of these results lead to the fact that the training function ((trainscg) with activation functions (tansig) and (purelin) for the two hidden layers and output layer respectively between all other different arrangements of neural networks gives the best MSE and correlation coefficients for both training and testing than other. Therefore, this network can be selected as a suggested network for this study.
Figures (3, 4 and 5) show the regression analysis between the output of neural network and the corresponding target for training, testing and overall data respectively for Total Dissolved Solids Concentration in water. Outputs are plotted versus the targets as open circles. The solid line indicates the best linear fit and the broken line indicates the perfect fit (output equals target). The high regression analysis (R=0.999) is obtained in these figures which obtained in network with (12 and 10) nodes in the first and second hidden layer respectively using (trainscg) as transfer function with activation function (tansig, tansig and purelin).

Figures (6) and (7) show the behavior of ANN to predict Total Dissolved Solids Concentration (TDS) for training and testing data set respectively. It can be seen that the actual and predicted values are close to each other, can concluded that ANN model has high accuracy levels of prediction.

Figure (8) shows training and testing performance of the best two hidden layer network. The performance of a trained network can be measured to some extent by the errors on the training and testing sets, but it is often useful to investigate the network response in more detail. One option is to perform a regression analysis between the network response and the corresponding targets. Figure (9) represents a comparison between the best one and two hidden layers performance which gives good error for the network with two hidden layer using training function as trainscg.

Figure (10) studied the variation of Mean Square Errors (MSE) with different activation functions each of (5-12-10-1) network with trainscg training function, it can be seen that the function (tansig - tansig – purelin) indicated high performance than other with MSE of (3.052e-5) to the best network.

Figure (11) represents Graphical User Interface (GUI) of the Neural Network Program which act as an artificial neural network model to predict Total Dissolved Solids Concentration (TDS) in (ppm) at formation behavior of another data to another input water quality values inside and outside training data range respectively.
Fig. (3) : Training TDS Regression of the Two Hidden Layer (trainscg) Network

Fig. (4) : Testing TDS Regression of the Two Hidden Layer (trainscg) Network
Fig. (5) : Overall TDS Regression of the Two Hidden Layer (trainscg) Network

Fig. (6): Training Behavior of Predicted TDS.
Fig (7): Testing Behavior of Predicted TDS.

Fig. (8): Training MSE vs. Epochs of the Best Two Hidden Layer Network (trainscg)
Fig. (9) : Comparison between the Best One and Two Hidden Layers Networks Performance

Fig. (10) : Comparison between Activation Function for the (trainscg) in Two Hidden Layer Network
Conclusion:

This paper, one and two hidden layer feedforward back-propagation artificial Neural network models were applied for prediction of total dissolved solids in marsh water. A (140) sample data are chosen in the ANNs with five input parameters (pH, Calcium, magnesium, chloride, and sulphate concentrations) in one and two hidden layers with different network conditions. Results show best performance and regression analysis reached (0.9999) for both training and testing date of this research with two hidden layer (trainscg as training function) with (5-12-10-1) neurons in their layers. Also, the results indicated that ANNs model provided a reliable and simple tool for the prediction of TDS in marsh water. It was concluded that this research can be considered as a contribution to an ongoing effort to develop artificial neural network model to solve water and waste water treatment.

Figure (11): Graphical User Interface (GUI) of the Neural Network Program.

4- Conclusion:

This paper, one and two hidden layer feedforward back-propagation artificial Neural network models were applied for prediction of total dissolved solids in marsh water. A (140) sample data are chosen in the ANNs with five input parameters (pH, Calcium, magnesium, chloride, and sulphate concentrations) in one and two hidden layers with different network conditions. Results show best performance and regression analysis reached (0.9999) for both training and testing date of this research with two hidden layer (trainscg as training function) with (5-12-10-1) neurons in their layers. Also, the results indicated that ANNs model provided a reliable and simple tool for the prediction of TDS in marsh water. It was concluded that this research can be considered as contribution to an ongoing effort to develop artificial neural network model to solve water and waste water treatment.
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Abstract:

Laboratory investigations were performed in order to assess the effectiveness of three types of inhibitors, calcium nitrite, ethanolamine and Sika ferro gard 901 (commercial inhibitor) with 1%, 2% and 3% concentration by weight of cement for each inhibitor to retarding corrosion of steel embedded in concrete. Concrete specimens were used to assess the effects of corrosion inhibitors on the compressive and tensile strength of concrete and corrosion of reinforcement.

Some of the specimens were subjected to wetting and drying cycles and reinforcement corrosion was evaluated by measuring corrosion potentials and corrosion current density. Other concrete specimens were immersed in the salt (Cl⁻+So₄²⁻) solution and reinforcement corrosion was accelerated by impressing an anodic potential of +12 V from a DC power supply and measuring the time-to-cracking of the concrete specimens. The results indicated that the concrete specimens incorporated corrosion inhibitors of calcium nitrite and Sika ferro gard 901 did not adversely affect the compressive and tensile strength of concrete. Furthermore, the time-to-cracking in specimens contains those two inhibitors (calcium nitrite and Sika ferro gard 901) were higher. Two percent of calcium nitrite followed by three percent of Sika ferro gard 901 were efficient in delaying the initiation of reinforcement corrosion and reducing the rate of reinforcement corrosion current density in the concrete specimens, while all the percentages of ethanolamine corrosion inhibitor were ineffective to delay corrosion of the rebar under the conditions of the study and it's adversely affect the strength.

Keywords: concrete, strength, corrosion inhibitors, corrosion potential, current density
1. Introduction

Corrosion of steel in concrete is one of the major causes of premature deterioration of reinforced concrete structures, leading to structural failure and the useful service-life of the structures is drastically reduced because of this phenomenon\(^1\). When these structures are exposed to aggressive substance containing chloride, the corrosion faults are frequently induced by the presence of chloride ions, these ions cause localized breakdown of the passive film that initially forms on the steel due to the high pH of the concrete interstitial electrolyte. Once corrosion has initiated accumulation of corrosion products occurs on the steel surface. Since these products occupy a volume several times larger than that of the original steel\(^2\), thus, the result is, an increase of the internal tensile stresses that generally induce cracking and spalling of the concrete cover. This situation facilitates further intrusion of aggressive agents and the consequent acceleration of the corrosion process.

There are several sources of chlorides, chlorides incorporated in the concrete when it is mixed (e.g. From salty aggregated and salty mixing water) and chlorides penetrating into concrete from the environment (e.g. From sea water, salty ground water and sea spray)\(^3\). To minimize the corrosion processes a number of procedures can be assessed such as coating of concrete surface, surface treatment of the rebars, cathodic protection, chloride extraction and use of corrosion inhibitors.

ACI 116R-85 defines a corrosion inhibitors as a chemical compound, either liquid or powder, can be mixed within the fresh concrete as an admixture, usually in very small concentrations, in order to reduce the risk of steel corrosion in reinforced concrete\(^4\).
The corrosion inhibiting admixtures should not be as an alternative to the design specifications for durable concrete, but to increased protection against corrosion\[^5\]. Corrosion inhibitors can be divided into three types: anodic (e.g. Calcium nitrite, Sodium nitrite, Sodium benzoate, Sodium chromate), cathodic (e.g. sodium hydroxide, sodium carbonate, Phosphates, silicate and polyphosphates), and mixed (e.g. amine and aminoalcohol), depending on whether they interfere with the corrosion reaction preferentially at the anodic or cathodic sites or whether both are involved\[^6\].

Several studies have been accomplished to evaluate the effectiveness of chemical admixtures in inhibiting reinforcement corrosion\[^7–9\]. Early studies were concentrated on sodium nitrite, potassium chromate, sodium benzoate, and stannous chloride. Later work concentrated mainly on calcium nitrate. Craig and Wood\[^7\], studied sodium nitrite, potassium chromate, and sodium benzoate using the polarization technique and found that sodium nitrite was the most effective corrosion inhibitor, but it had harmful effects on concrete strength. Similar results were also reported by Treadaway and Russel\[^8\] who found that sodium nitrite inhibited corrosion of steel bars in the presence of chlorides, whereas sodium benzoate did not. Rosenberg et al.\[^10\], studied the effect of calcium nitrite as an inhibitor in reinforced concrete. They used polarization techniques for evaluation of the inhibitors and reported that the relative corrosion rates for samples soaked in a saturated sodium chloride solution for 90 days with 2% and 4% admixed calcium nitrite were about a factor of 15 times lower than those without the calcium nitrite admixture.

Tomazawa et al.\[^11\], also supported the effectiveness of calcium nitrite as a corrosion inhibitor in concrete. In accelerated tests with wetting and drying cycles at 80°C, calcium nitrite was found to be an effective inhibitor for long-term exposures even in marine environments.

Collins et al.\[^12\], evaluated several inhibitors including (1) a calcium-nitrite-based inhibitor, (2) a monofluorophosphate-based inhibitor, (3) sodium tetraborate, (4) zinc borate (5) a proprietary oxygenated hydrocarbon produced from an aliphatic hydrocarbon, (6) a proprietary blend of surfactants and amine salts (MCI2020 which migrate through concrete), and (7) a proprietary alkanolamine inhibitor (MCI 2000). The results of the study, which involved monitoring of corrosion, compressive strength and resistivity, showed that the calcium-nitrite-based inhibitor was the most promising to mitigate corrosion in a repaired structure after removal of chloride-contaminated old concrete. On the other hand, both borate compounds were found to retard the setting of Portland cement.
Prowell et al.\cite{13}, evaluated some of the inhibitors studied by Collins et al.\cite{12} and conducted ponding experiments where they monitored corrosion by measuring the half-cell potential, linear polarization resistance, and chloride ion concentration for a period of 325 days. They reported that two proprietary inhibitors Alox 902 and MCI 2020 were the best performers.

Berke and Hicks \cite{14}, published long-term data to show the levels of chloride that a given level of calcium nitrate can protect. They also indicated that once corrosion initiates, the rates are lower with the addition of calcium nitrate.

Jamil et al.\cite{15}, conducted electrochemical impedance measurements in order to obtain information on the corrosion behavior of reinforcing steel in the presence of a penetrating amino-alcohol corrosion inhibitor. The investigation was performed in solutions contaminated with chlorides, in the presence of the inhibitor. The electrochemical results indicated that the inhibitor is able to penetrate through mortar, minimizing steel corrosion.

The significance of using corrosion inhibitors in aggressive exposures is ascribable to the fact that data are lacking in the performance of reinforced concrete that is subject to both chloride and sulfate salts.

This investigation was conducted to evaluate the effectiveness of three different types of corrosion inhibitors in reducing reinforcement corrosion in concrete subjected to chloride and sulfate salts with percentage equivalent to those present in soil and underground water in the southern parts of Iraq. The performance of the selected inhibitors in reducing reinforcement corrosion was evaluated by adopting various techniques.

2. Experimental Works

2-1: Materials and Mixes

Sulfate resistance cement (Type V) was used, the chemical composition and physical characteristics are given in tables 1 and 2, which indicate compliance with the requirements of Standard Iraqi Specification 5/1984\cite{16}.

Table 1: Chemical composition of cement*

<table>
<thead>
<tr>
<th>Chemical components</th>
<th>CaO</th>
<th>SiO₂</th>
<th>Al₂O₃</th>
<th>Fe₂O₃</th>
<th>Lime Saturated Factor</th>
<th>MgO</th>
<th>SO₃</th>
<th>L.O.I</th>
<th>Insoluble residues</th>
<th>C₃A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Used cement, %</td>
<td>62</td>
<td>24</td>
<td>4</td>
<td>5</td>
<td>0.75</td>
<td>4.8</td>
<td>1.78</td>
<td>2.7</td>
<td>0.92</td>
<td>2.15</td>
</tr>
<tr>
<td>Limit of Iraqi specification No.5/1984, %</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.66-1.02</td>
<td>≤ 5</td>
<td>≤ 2.5</td>
<td>≤ 4</td>
<td>≤ 4</td>
<td>≤ 3.5</td>
</tr>
</tbody>
</table>
Table 2: Physical characteristics of cement*

<table>
<thead>
<tr>
<th>Physical properties</th>
<th>Test results</th>
<th>Limit of Iraqi specification No. 5/1984, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setting time, min.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Initial setting</td>
<td>121</td>
<td>≥ 45</td>
</tr>
<tr>
<td>Compressive strength, MPa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 days</td>
<td>19</td>
<td>≥ 15</td>
</tr>
<tr>
<td>7 days</td>
<td>23.5</td>
<td>≥ 23</td>
</tr>
</tbody>
</table>

*: This test was done by construction laboratory at College of Engineering- University of Thi Qar.

Natural sand of 4.75 mm maximum size complying with the Standard Iraqi Specification 45/1984 has been used. The sieve analysis is given in table 3. The coarse aggregate is crushed gravel with a maximum size of 20 mm has been used and its comply with Iraqi specification 45/1984, table 4. Tap water was used for mixing and curing operations. Steel deformed bars, φ 12 mm, conforming to ASTM-A615/A 615-06 specifications were used. The mechanical properties of steel are shown in table 5.

Table 3: Grading of sand

<table>
<thead>
<tr>
<th>Sieve size, mm</th>
<th>10</th>
<th>4.75</th>
<th>2.36</th>
<th>1.18</th>
<th>0.6</th>
<th>0.3</th>
<th>0.15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage passing</td>
<td>100</td>
<td>99</td>
<td>90</td>
<td>75</td>
<td>52</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>Limits of Iraqi Specification No. 45/1984 (Zone 2)</td>
<td>100</td>
<td>90-100</td>
<td>75-100</td>
<td>55-90</td>
<td>35-59</td>
<td>8-30</td>
<td>0-10</td>
</tr>
</tbody>
</table>

Table 4: Grading of gravel

<table>
<thead>
<tr>
<th>Sieve size, mm</th>
<th>37.5</th>
<th>20</th>
<th>10</th>
<th>4.75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passing, %</td>
<td>100</td>
<td>99</td>
<td>57</td>
<td>2</td>
</tr>
<tr>
<td>Limits of Iraqi Specification No. 45/1984 (5-20) mm</td>
<td>100</td>
<td>95-100</td>
<td>30-60</td>
<td>0-10</td>
</tr>
</tbody>
</table>
Table 5: Mechanical properties of steel bars

<table>
<thead>
<tr>
<th>Test results for steel bars</th>
<th>ASTM-A615/A 615-06 requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal diameter, mm</td>
<td>12</td>
</tr>
<tr>
<td>Yield strength, MPa</td>
<td>566</td>
</tr>
<tr>
<td>Tensile strength, MPa</td>
<td>637</td>
</tr>
<tr>
<td>Elongation,%</td>
<td>10</td>
</tr>
</tbody>
</table>

*: This test was done by construction laboratory at College of Engineering- University of Thi Qar.

The mix proportion by weight of cement, fine and coarse aggregate were (1:1.72:2.8). The ingredient proportions are kept constant throughout the work. The cement content was 390 kg, w/c ratio was 0.52 for all concrete specimens.

Three types of inhibitors were used in this work (calcium nitrite (inorganic compound), ethanolamine(organic compound) and sika ferro gard 901(combination of organic and inorganic inhibitors)) with percentage of 1%, 2% and 3% by weight of cement for each inhibitor.

2-2: Preparation of The Salt Solution (Cl⁻ + So₄²⁻)

Pure NaCl, CaCl2.2H2O and MgSo4.7H2O with concentration of 4.5%, 0.55% and 1.79%, respectively, were used in preparing the solution to give a concentration of Cl⁻ equal to 30000 ppm and So₄²⁻ equal to 7000 ppm to simulate sulfate and chloride salts in soil and underground water in the southern parts of Iraq according to the report of the National Center for Geological Survey [19]. Potable water was used as a solvent for these salts.

2-3: Specimens Details

100 mm x 100 mm x 100 mm concrete cubes were prepared for compression strength, concrete cylinders 150 mm diameter and 300 mm high were cast for tensile strength and reinforced concrete specimens of 100 x 100 x 100 mm with a centrally placed 12 mm diameter reinforcing steel bar of 50 mm long were cast for electrochemical measurements (corrosion assessment). Copper wire is connected to the steel rebar embedded in concrete for electrical connections. The specimens were cast with and without inhibitors ranging from 1% to 3% by weight of cement. Three specimens for each percentage of the corrosion inhibitors were tested, the specimens were covered with a nylon sheet to minimize evaporation during 24 hours after casting. Thereafter, the specimens were removed from the mould and cured in potable water for 27 days.
3. Techniques Used

3-1: Compressive Strength

After curing (24 hr. in air and 27 days in potable water) the specimens of compressive strength were tested according to BS 1881: Part 116: 1983[20].

3-2: Tensile Strength

ASTM C496-96[21] was adopted to test the concrete specimens for tensile strength after curing.

3-3: Half-Cell Potential (Corrosion Potential)

In normal conditions, the evolution of salt ingress is slow and has an evolution rate measured in years. In order to accelerate this process. After 28 days of curing, the specimens were exposed to sulfate and chloride solution using the wetting and drying cycles, consisting of 8 days immersed in the solution followed by 7 days drying period in an open atmosphere. The corrosion potentials were measured according to ASTM C876[22]. Corrosion potentials were measured using a copper–copper sulfate reference electrode (CSE) and a high impedance voltmeter. The positive terminal of the voltmeter was connected to the working electrode (rebar) and the common terminal was connected to the reference electrode (CSE). The cycle in continued for 120 days. From the results, potential with time plot is drawn using the average potentials obtained. According to ASTM C 876 potential values more negative than -350 mV CSE indicate more than 90% probability of corrosion activation. Figure (1) illustrates the test method.

3-4: Accelerated Corrosion

In this technique[23] the reinforced concrete specimens, after 28 days of curing, is placed in the salt solution of (Cl⁻ + So₄²⁻) and accelerate the corrosion of steel embedded in concrete by impressing a +12 V fixed anodic potential from a DC power supply until cracking of the specimens. The steel bar in the concrete specimens was connected to the positive terminal of a DC power supply to be anode. 100 x 100 mm stainless steel plate was placed in the solution tank and connected to the negative terminal of a DC power supply to be cathode.

For each specimen, the time taken for initial crack was recorded. Figure (2) illustrates the electrical connection. Battery, charger power 12V and AC conductor were used to overcome main electrical power outage.
Corrosion current density by weight loss method \[^{[24]}\]

For the determination of corrosion rate by using of (weight loss) measurement, the initial weight of the rebar samples was taken in 4-digit electronic balance. After the curing period was over, all the specimens were completely immersed in chloride and sulfate solution for 8 days and then subjected to drying for another 7 days in open air at room temperature (wetting and drying cycles). All the concrete specimens were subjected to eight complete cycles.

After testing, the concrete specimens were broken and the reinforcing steel bars were removed. The procedure stated in ASTM G1-03\[^{[25]}\] was adopted for the cleaning of corroded steel bars and for the determination of mass loss. The corrosion rate was calculated using the following equation given in ASTMG1-03\[^{[25]}\].

\[
\text{Corrosion rate (mm/year)} = \frac{(K \times W)}{(A \times T \times D)}
\]

Where:
K: a constant equal to 8.76 x 10\(^4\)
W: mass loss in grams
A: actual corroded area of steel bar in cm\(^2\) after removal from the specimen and visually examining
T: time of exposure in hours
D: density of steel (7.85 g/cm\(^3\)).
Using Faraday’s law, the corrosion rate in (mm/year) obtained from mass loss measurement was converted to corrosion current density (µA/cm²) by assuming uniform corrosion occurred over the steel surface by the following equation \([24]\).

\[
\text{Corrosion rate (mm/year)} = \frac{(0.00327 \times a \times I_{\text{corr}}.)}{(n \times D)}
\]

Where:
- \(I_{\text{corr}}\): corrosion current density in µA/cm²
- \(a\): atomic weight of iron (55.84 amu)
- \(n\): no. of electrons exchanged in the corrosion reaction (2 for iron)
- \(D\) = density of steel (7.85 g/cm³).

4. Results and Discussion
4-1: Compressive Strength

Figure (3) shows the average compressive strength of the control concrete specimens (0% corrosion inhibitor) and those containing the corrosion inhibitors after 28 days of curing. The experimentally obtained results showing the value of compressive strength of the specimens incorporating ethanolamine corrosion inhibitors was less than the control specimens and the decrease was about 3.5-13.8%, depending on percentage of inhibitor, the maximum reduction was about 13.8% when 3% of this corrosion inhibitor was added and that is may be due to the retarding effect of the inhibitor and the air content might be slightly increased. This reduction was also confirmed during another research project \([26]\).

From Figure (3) it is indicated that there is a slight increase in compressive strength when the percentage of Sika ferro Gard 901 corrosion inhibitor increased and that indicates there is no adverse effect on the compressive strength of concrete.

The strength for concrete containing 2% of calcium nitrite corrosion inhibitor was about 10% higher than for control specimens. In 3% calcium nitrite there was a reduction in the rate of increasing. K.Y. Ann et al.\([27]\), indicates that an increase in dosage of corrosion inhibitor may not guarantee the properties of concrete. The cause of the reduction in compressive strength is not well known.
4-2: Splitting Tensile Strength

Figure (4) shows the splitting tensile strength with a percentage of inhibitor addition and it's illustrate the same behavior for compressive strength with slightly different in reduction or increasing in value of tensile strength. With the 1 % inhibitor addition, there was no adverse effect of tensile strength except ethanolamine inhibitor there was a slight reduction than the control concrete. With 2% of calcium nitrite inhibitor addition, the tensile strength was about 5% higher than the control concrete. With the 3 % inhibitor addition, the figure illustrates that, as the percentage of calcium nitrite and ethanolamine inhibitor level increase, the split tensile strength decreases but there is a slight increase with Sika ferro gard 901 inhibitor.

Figure 3: Compressive strength at 28 days of concrete specimens incorporating corrosion inhibitors

Figure 4: Splitting tensile strength at 28 days of concrete specimens incorporating corrosion inhibitors

4-3: Half-Cell Potential (Corrosion Potential)

The corrosion potentials on steel in the concrete specimens incorporating with 1% of the selected corrosion inhibitors are shown in Figure (5). From the figure it is observed that the corrosion potentials on steel in the all concrete specimens were more negative than – 350 mV CSE after about 30 days of exposure indicating the corrosion activation of the rebar based on the ASTM C 876 criteria.

Figure (6) shows the corrosion potential corrosion with time for 2% inhibitor added concrete in the solution under alternate wetting and drying conditions and it illustrates that concrete specimens containing calcium nitrite were less negative -350 mV CSE indicating the passivity of reinforcing steel even after 120 days of the test period and it was -274 mV CSE. Concrete specimens incorporating Sika ferro gard 901 were showing a more negative
potential than -350 mV CSE after 60 days of exposure. Control specimens and that incorporating ethanolamine inhibitor were more negative -350 mV CSE after 30 days of exposure and they were -552 and -605 mV CSE respectively after 120 days of exposure indicating the corrosion activation.

Figure (7) shows the corrosion potential with time for 3% inhibitor added concrete in the salt solution under alternate wetting and drying conditions. In 3% inhibitor added, the control concrete specimens and incorporating with calcium nitrite and ethanolamine are showing a more negative potential than -350 mV CSE after 30 days of exposure indicating the active condition of the rebar while concrete specimens with Sika ferro gard was less negative -350 mV CSE along of the period of exposure. The corrosion potentials on steel in the control, Sika ferro gard 901, calcium nitrite and ethanolamine concrete specimens were -552, -316, -410 and -626 mV CSE respectively after 120 days of exposure. Comparing with control specimens, the potentials in the concrete specimens incorporating sika gard 901 and calcium nitrite were less negative (more positive) than the control concrete specimens.

Figures (6) and (7) can be shown the potentials in the concrete specimens incorporating 3% calcium nitrite were unexpectedly more negative than those incorporating 2% calcium nitrite under the conditions of this study, they were after 120 days of exposure -274 and -410 mV CSE for 2% and 3% calcium nitrite respectively. The same result was obtained by Al-Amoudi et al. [22] when they were used concrete specimens prepared with sea water and incorporating calcium nitrite with 2% and 4%.

Figures (5-7) show that the corrosion potential of ethanolamine inhibitor was decreasing and it's more negative than control when increased the percentage of inhibitor, it was after 120 days of exposure conditions -573, -605 and -626 mV CSE with 1%, 2% and 3% of ethanolamine inhibitor respectively, that is means this inhibitor ineffective to delay corrosion of the rebar under the conditions of the study.

4-4: Accelerated Corrosion

The time to cracking of control concrete specimens and those incorporating with corrosion inhibitors are shown in figure 8. From this figure, it can be observed that the time to cracking is maximum in the Specimens incorporating calcium nitrite and Sika gard 901 corrosion inhibitors addition, they were ranged (90-98) hours, indicating the low permeability of the concrete when compared to control and ethanolamine specimens. There was no clear effect to the percentage of inhibitor.
4-5: corrosion Current Density by Weight Loss Method

The average corrosion current density calculated in µA/cm² for rebar embedded in concrete after 120 days of exposure in the solution with different type and percentage of added inhibitors from 1% to 3% by weight of cement are shown in figure (9).

Figure 9 shows the corrosion current density (Icorr) values in the concrete specimens with 1% corrosion inhibitors were in the range of (0.714–0.886) µA/cm² while in the concrete specimens with 2% corrosion inhibitors were in the range of (0.602–0.963) µA/cm². The Icorr values in the concrete specimens with 3% corrosion inhibitors were in the range of (0.696–0.963) µA/cm² and 0.911 µA/cm² for control. The effective corrosion inhibitors were calcium nitrite and Sika ferro gard 901 in the study conditions, the minimum Icorr values were noted in the concrete specimens with 2% calcium nitrite inhibitor, followed by those incorporated with 3% Sika gard 901 inhibitor, The decrease in the Icorr was 33.9% and 23.6%, respectively, comparing with control specimens.
5- Conclusions

1. There is no adverse effect on the compressive and tensile strength of concrete specimens incorporating calcium nitrite and Sika ferro gard 901 corrosion inhibitors. The results showing maximum increasing were about 10% and 5% in the compression and tensile strength respectively, when 2% of calcium nitrite inhibitor was used to compare with the control specimens and there was a slight increase with specimens containing Sika ferro gard 901.

2. Corrosion potential studies revealed that the best performance was shown by 2% of calcium nitrite corrosion inhibitor followed by 3% of Sika ferro gard 901 corrosion inhibitor, the corrosion potentials were -274 and -316 mV CSE, respectively, and they were less negative (more positive) than -350 mV CSE indicating the passivity of reinforcing steel.

3. Ethanolamine corrosion inhibitor ineffective to delay corrosion of the rebar under the conditions of the study and there was an adverse effect on the compressive and tensile strength.

4. Calcium nitrite and Sika ferro gard 901corrosion inhibitors increased the time to cracking of concrete specimens to about 90% higher comparing with control specimens.

Figure 9: Corrosion current density for concrete specimens incorporating inhibitors
5. The minimum corrosion current density values were obtained from the concrete specimens with 2% calcium nitrite inhibitor, followed by those incorporated with 3% Sika ferro gard 901 inhibitor, the percentage reduction in the values of corrosion current density was 33.4% and 23.6% than that in the control specimens, respectively.
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Abstract:
This paper presents an experimental investigation on the effect of silica fume on the mechanical properties of concrete obtained by replacing 50% of weight of stone aggregate by crushed clay-brick. The only variable considered in this study was the dosage of silica which it is a percent of cement weight, the percent values of replacement silica fume are (0%, 2%, 4%, 6%, and 8%) of cement weight. The comparative study is focus on the effect of the silica fume on this type of concrete not the effect of replacement of crushed brick. The added silica fume has active effect on the strength of crushed brick concrete. The effect of using silica fume on compressive strength is different for the different replacement of silica fume and it is more active for the 2% replacement at 7 days age, while the replacement that yield best enhancement at 28 days is 4%. The compressive strength for 28 days age is about 27.5 MPa, 29.5 MPa, 38.5 MPa, 31.4 MPa, and 10 MPa, for (0%, 2%, 4%, 6%, and 8%) of replacement silica percent. Furthermore the best increasing in tensile strength is at 2% while there is a small gradually increasing in gain in modulus of rupture with using silica fume until 6%, which beyond the least value it starts to drop. The high level which is observed in this study beyond 6% reduce the gain in strength of compressive at 28 days and it gets a compressive strength less than the control value at 7 days. Furthermore it gets a reduction in tensile strength and modulus of rupture in 28 days.

Keywords: Crushed brick; Silica fume; Strength.
1. Introduction:

Concrete is the most widely used man-made construction material. It is obtained by mixing cement, water and aggregates (and sometimes admixture) in required proportions. Aggregates impart higher volume stability and better durability than hydrated cement paste in concrete and provide around 75 percent of the body of concrete [1]. The aggregates are usually derived from natural sources but in regions such as Bangladesh and parts of West Bengal, India where natural rock deposits are scarce, burnt-clay bricks are used as an alternative source of coarse aggregate. Here, construction of rigid pavement, small-to medium-span bridges and culverts and buildings up to six stories high using crushed brick (brick aggregate) concrete is quite common [2]. However, the use of mixed aggregate (a combination of brick aggregate and stone aggregate) may improve the strength and stiffness of concrete in comparison with those of purely brick aggregate concrete.

Silica fume is known to improve both the mechanical properties and durability of concrete. The principle physical effect of silica fume in concrete is that of filler besides the pozzolanic activity, which because of its fineness can fit into space between cement grains in the same way that sand fills the space between particles of coarse aggregates and cement grains fill the space between sand grains. As for chemical reaction of silica fume, because of high surface area and high content of amorphous silica in silica fume, this highly active pozzolan reacts more quickly than ordinary pozzolans. The use of silica fume will not significantly change the unit weight of concrete. Silica fume will produce a much less permeable and high strength concrete, but it will not produce a concrete with a higher mass per unit volume. Against these backdrops, this review is focused on the effect of silica fume on mechanical properties of concrete [3].

Many of researchers focus their searches on the effect of using addition of silica fume on the mechanical properties of concrete and the results somewhat is consistent, that is in general, the properties are increased with increasing silica fume to limit values and after beyond these limits they start to decrease [4,5,6]. N. Siva Linga Rao, et. al. investigate the properties of lightweight of aggregate concrete with cinder and silica fume, they conclude that 60 percent
replacement of conventional aggregate with cinder by volume along with cement replaced by 10 percent of silica fume by weight yields the target mean strength. It worth noted that there is a slight increase in strength and other properties due to extended curing periods and the unit weight of the cinder concrete is varying from 1980Kg/m³ to 2000Kg/m³ with different percentages of cinder. It is also noted that there is a decrease in density after extended curing periods[7]. Due to the excessive of using the natural sources of the aggregate in the infrastructure and in the building in many of the countries, there is a need to find a substitution source for the coarse aggregate, and the demolition of the building construction gets a row material for coarse aggregate.

2. Experimental program:

2.1. Cement:

Ordinary Portland cement (ASTM Type-I) was used as binding material in this study. A mixture of locally available coarse and fine sands were mixed in the ratio of 1:1 (by volume) to be used as fine aggregate. The test values of specific gravity, water absorption, and fineness modulus of fine aggregate indicate that the cement conforms to the Iraqi standard No. 5/1984 [8].

2.2. Fine Aggregate (Sand)

Natural sand brought from Al-Zubair region was used as a fine aggregate in this research. The sieve analysis test was conducted according to BS EN 12620+A1[9].

2.3. Water

Ordinary tap water was used for casting and curing the specimens.

2.4. Coarse aggregate:

The course aggregates used in the study are normal coarse and crushed brick coarse aggregate with maximum size of 10 mm, the sieve analysis for the two type of coarse aggregate are done according to BS EN 12620+A1[9].

2.5. Crushed brick aggregate:

Crushed stones available in the local market were collected to be used as natural aggregates. Well-burnt bricks of well-shaped and reddish in color were collected and then crushed in the laboratory for making brick aggregates. The nominal dimension of each brick was (241mm×114mm×70mm) and their average compressive strength was found as (23MPa).
The bricks were crushed manually and then sieved into various size fractions, and the flaky particles were separated for rejection. Both types of coarse aggregates were size-screened to a maximum of (10 mm), the sieve analysis is worked according BS EN 12620+A1\cite{9}.

2.6. Silica Fume

The silica fume was in powder form containing 91.4% silicon dioxide (SiO2) and having a specific surface area of about 18,000 m2/kg was used. The chemical properties of silica fume are given in Table (1). A high range water reducing admixture (superplasticizer) was used in preparing all the specimens in this investigation. Chemically it is Naphthalene formaldehyde sulphonate. It was used in its liquid state as a percentage of cement content (by weight). The dosage of superplasticizer is added to keep the slump in the range 60-80 mm.

| Table (1) Chemical properties of silica fume. |
|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| SiO2             | Fe2O3            | Al2O3            | CaO              | MgO              | SO3              | Loss of ignition |
| 91.4             | 1.25             | 1.74             | 1.28             | 1.5              | 0.29             | 3.8              |

3. Concrete Mix:

The concrete mix ratio for the study is (cement: sand: coarse) (1:1.5:2) by weight with 50% replacement of crushed brick as coarse aggregate, the water cement ratio is 0.4. The silica fume replacement levels used in this investigation were (2, 4, 6, and 8%) of cement weight. Superplasticizer does is somewhat different to keep the slump in range of 60-80 mm.

4. Experimental procedure:

The work is compose of casting 5 batches of concrete samples, one of them is the control reference and four of them to demonstrate the effect of silica fume on the crushed concrete, each batch includes casting 6 cubes 100 × 100 × 100 mm and cylinder of 150 × 300 mm, and prism of 100 × 100 × 500 mm. The coarse aggregates and the fine aggregates were made saturated surface dry condition before mixing with other ingredients. At first, the amounts of the mixed aggregates were put in the batch and 0.75 of water were added and then the silica fume were added to the mix and rotate for 2 minutes and then the cement and sand were added and the dosage of the super plasticizer was added to the rest of water, and rotate for 3 minutes. The workability of fresh concrete was measured with standard slump cone test immediately after mixing. The values of slump of fresh concretes for different mixes ranged from 60 mm to 80 mm.
The casting specimens were put on the vibratortable and filled with fresh concrete in three equal layers, and the vibration was done in each layer. The top surface of fresh concrete for both the cylinder and prism specimens was finished off with a trowel. The specimens were demoded after 24 hours of casting. They were cured by immersing in a curing tank in the lab. The specimens were taken out of water at the date and time of testing the sample was removed from water and by cleaning with piece of cloth and testing it for the desired test. The concrete specimens for different test series were tested (using 130 kN capacity universal testing machine) for compressive strength, splitting tensile strength, and modulus of elasticity at the age of 28 days. Figure 7 shows the test setup of cube and some of the failure cubes. The prisms were tested under single point loading to determine the modulus of rupture. The concrete specimens were tested following appropriate BS ENStandards.

5. Results and discussion:

The results of the tests of the samples which are tested for the work study were plotted as shown from figure1 to figure5 to illustrate the function of the mechanical properties.

5.1. Testing of Specimens

All the tests were done according to the BS EN 12390[10, 11, 12, and 13] Testing hardened concrete Part 6: Tensile splitting strength of test specimens. The cube specimens, the cylinder and the prisms were subjected to water curing. The cubes were tested at 7 days and 28 days to determine the compressive strength. The other samples were tested to determine the tensile strength and the rupture of failure at 28 days.

5.2. Compressive strength:

Figs. 1 and 4 show the variation of compressive strength with the concrete mixes having different SF contents. At 7 days age, an increase in all levels of replacement is observed while the reference mix exhibit higher strengths than the corresponding mixes containing silica fume beyond 6%. At 28 days, there is an increasing in compressive strength and gain higher the reference mixes. Concrete mixes incorporating 2 to 6 % silica fume will continue to gain higher strengths as compared to reference mixes. The variation in compressive strengths of Silica fume concretes expressed as a percentage of the corresponding strength of reference mix has been given in fig.4. As compared to the reference mix, the replacement of silica fume at range 2% to 4% gives somewhat a steady constant gain in strength and it is the maximum
gain. After 4% there is a decreasing in gain of strength and it is a more reduction in concrete at 7 days than 28 days, may be this occurs due to the required enough curing to get the silica more effective as stated by other researches\textsuperscript{[7]}. Also may be the lower improvement in strength in could be attributed to inherently lower capillary porosity in the reference mix as a result of lower water/binder ratio. Inherent lower capillary porosity leaves less room for improvement by incorporating SF.

The results show that up to the 6% is there are gains in strength in compressive strength for both 7 days and 28 days to the reference mixes. This indicates that the pozzolanic effect of silica fume is become slower in high percent. However, beyond 7 days, silica fume mixes gain higher strengths due to the reaction mechanism of silica fume. It is observed that silica fume mixes show highest strengths at 28 days, indicating that the pozzolanic reaction dominates from 7 to 28 days\textsuperscript{[14]}. It is also observed that silica fume content of 4% gives maximum improvement in compressive strength values. This could be attributed to the lime content. In concrete mixes having silica fume contents lower than 4%, silica fume does not consume all of CH and thus improvement in strength is not high\textsuperscript{[5,15]}. The figures of 1 and 4 show the affecting of the replacement of silica fume on the compressive strength of cubes. From the figure it can be conclude that there is a rational effect of adding silica fume, the behavior of samples at 7 days are similar of the 28 days in strength of compressive of cubes. The 2% replacement of silica fume is the more active in increasing of strength at 7 days, while the 4% is the more active at 28 days.

5.3. Tensile strength:

Fig. 3 and Fig. 6 show the variation of split tensile strength with silica fume replacement percentage. It is observed that silica fume incorporation increases the split tensile strength of concrete until 2% replacement of silica fume. A close observation of Fig. 2 exhibits that beyond 2% of replacement start the tensile with dropping with increasing in replacement ratio of silica fume and does not significantly increase the split tensile strengths and the maximum increase at 2% is 48%. Replacements considerably improve the split tensile strength with respect to control. The initial filling of the voids by silica fume significantly improves the tensile strengths, but at higher levels, the improvements decrease. On computing the percentage gains in split tensile strengths of silica fume concrete with respect to control, the best values of the average gains are at 2% and 4%, replacement levels are obtained as 48% and 20 respectively. The trend in strength gain is almost similar with that of compressive
strength at 7 days and 28 days, the optimum 28-day split tensile strength at 2% of replacement level of silica fume.

5.4. Modulus of Rupture:

Fig. 2 and Fig. 5 show the variation of flexural tensile strength with silica fume replacement percentage. Fig. 2 does reflect a rational consistent view with the tensile and compressive strength, it shows that there is a gradually increasing in the strength of modulus of rupture with replacement of silica fume until 6%, it is may be similar in general behavior with compressive strength and somewhat with tensile strength but in a less limit. The using of higher than 6% of silica fume seems to have the same pronounced effect on the split tensile strength and compressive strength, leads to dropping in strength as in Fig. 5. The gains in split tensile strengths are higher than the flexural strengths at lower replacement levels. The flexural strengths almost follow the same trend as the 28-day compressive strength does. The results of the present investigation indicate that the optimum silica fume replacement percentage for 28-day flexural tensile strength is at 6%.

6. Conclusions:

This study is worked to establish the effect of the silica fume on the mechanical properties of the concrete with crushed brick at 50% replacement. The percentage of silica fume is the main factor in this study which is mentioned to establish the enhancement in the compressive strength, tensile strength, and the rupture strength of concrete. From the diagrams which are executed based on the values, it can be concluded the following:

1. There is a somewhat similar behavior of the increasing in the compressive strength, tensile strength, and rupture failure strength.
2. The increasing is somewhat larger for the compressive in 6%.
3. The increasing percent is linear with increasing of the silica fume for a limit and it is similar in general with the previous studies \([4, 5, 6, \text{and} 7]\).
4. The best percent of silica fume adding for compressive is at 4% at 28 days while is at 2% for both compressive at 7 days and tensile strength at 28 days while for modulus of rupture is at 6%.
5. There is a need to further study in method of adding of the silica fume and for more replacement levels of silica fume.
Using of high percent of silica fume does not significantly increase the split tensile strengths, and the 2% of replacement gives best increasing ratio, 48%.

**Figure 1**: Relationship between 28 days and 7 days compressive strength and percent of silica fume replacement

**Figure 2**: Relationship between 28 days modulus of rupture and percent of silica fume replacement
Figure 3: Relationship between 28 days tensile strength and percent of silica fume replacement.

Figure 4: Bar chart shows variation in increasing of compressive strength of concrete at 7 days and 28 days with different percent of replacement of silica fume.
Figure 5: Bar chart shows variation in increasing of Modulus of Rupture of concrete 28 days with different percent of replacement of silica fume.

Figure 6: Bar chart shows variation in increasing of Tensile Strength of concrete 28 days with different percent of replacement of silica fume.
Figure (7) shows cubes under test and failure samples
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Abstract:

The cyclostationary based spectrum sensing algorithm is especially suitable for detection of orthogonal frequency division multiplexing (OFDM) signals that exhibit strong periodic correlation due to insertion of cyclic prefix between OFDM blocks. Normally, the cyclic prefix is used to remove the Intersymbol interference (ISI) and intercarrier interference (ICI) of the OFDM signal and so it eliminates a need for complex equalizer.

In this paper, simulation results demonstrate the normalized spectrum correlation function of the primary OFDM signal used in cognitive radio systems with different values of cyclic frequency. Two techniques are assumed to be used as PAPR reduction of OFDM transmitted signal. The results show that only one of them has no apparent effect on the correlation performance of the cyclostationary detector. Finally, it is found that a reduction of 30% in the implementation complexity can be taken by suitable choice of detector cyclic frequency.

Keywords: OFDM, Cognitive Radio, Cyclostationary Detection, Dynamic Spectrum Sensing.

I. Introduction:

The policy of spectrum licensing and its utilization lead to static and inefficient usage of this spectrum and so it has become essential to introduce new licensing policies to enable dynamic and open way of utilizing the available spectrum efficiently. Recent studies on radio spectrum usage have given birth two concepts: Dynamic Spectrum Access (DSA) and
Cognitive Radio (CR) [1]. One of the most suitable techniques to guarantee a dynamic spectral occupancy of the transmitted signal (licensed signal) is the Orthogonal Frequency Division Multiplexing (OFDM) technique. On the other hand, Cognitive radio allows unlicensed users (secondary users) to access licensed frequency bands to reduce spectrum scarcity. Even after the beginning of the transmission, the bands must be continuously checked for any primary user entering to transmit in these bands. If so the secondary users should vacate the bands as quickly as possible and go on to some other empty frequency spectrum [1,2].

A number of schemes have been developed for detecting the presence of primary user in a certain frequency band. Energy detector and matched filter type are examples of such schemes. The first functions properly for high signal to noise ratio while the second complexity is very high. These constrains led to implement a detector which performed well under low signal to noise ratio and with complexity not as high as the matched filter detector. Such type is called cyclostationary detector. This detector is merely a Fourier transform of the correlated received signal and results in peaks at frequencies which are specific to the signal. The searching for these peaks helps in determining the presence of primary user [3, 4].

The rest of the paper is organized as follows; section II describes briefly the mathematical analysis of the cyclostationary detection for OFDM signal and discusses the challenges oppose the implementation of such detector. Section III presents computer simulation tests to show the correlation performance in the presence of techniques used to reduce the peak to average power ratio (PAPR) of the OFDM signal. This section includes also the hardware complexity to implement this detector. Finally, the paper is concluded in section IV.

II. Cyclostationary Detection of OFDM Signal

A. Mathematical Analysis

The mathematical development for cyclostationary analysis is based on Gardner's work [5] and it may be derived as:-

A complex random process \( x(t) \) is said to be cyclostationary in wide-sense, if its mean \( (E\{x\}) \) and autocorrelation \( (R_x) \) in time domain are periodic:-

\[
E\{X(t + T)\} = E\{X(t)\}
\]

\[
R_x(t + T, \tau) = R_x(t, \tau)
\]

(1)

where \( R_x(t, \tau) = E\{x(t + T)x(t)\} \)

Due to periodicity of autocorrelation, it can be expanded using Fourier series as:-
\[ R_x(t + T, \tau) = \sum_p R_x^p(\tau)e^{j2\pi\frac{n}{T}t} \]  \hspace{1cm} (2)

where \( \frac{n}{T} \) represents the cyclic frequency and can be written as \( \alpha \). The coefficients \( (R_x^p(\tau)) \) represent a function, which may be called the Cyclic Autocorrelation Function (CAF), which may be represented by:

\[ R_x^p(\tau) = \lim_{T \to \infty} \int_{-T/2}^{T/2} R_x(t + T, \tau)e^{-j2\pi\alpha t} \, dt \]  \hspace{1cm} (3)

The cyclic Wiener relation states that the Spectrum Correlation Function (SCF) is then calculated using the Fourier transform of the cyclic autocorrelation function and its maximum value is directly proportional to the probability of detection and inversely proportional to the probability of false alarm [6]:

\[ S(f, \alpha) = \int_{-\infty}^{\infty} R_x^\alpha(\tau)e^{-2\pi f \tau} \, d\tau \]  \hspace{1cm} (4)

In this work, the primary signal \( (x(t)) \) is an OFDM signal, which may be represented as a composite \( N \) statistically independent QAM signal [7];

\[ x(t) = \sum_k \sum_{n=0}^{N-1} \varphi_n e^{j\left(\frac{2\pi}{T_s}nt\right)} q(t - kT) \]  \hspace{1cm} (5)

Where \( \varphi_n \) is a complex sequence corresponds to a rectangular QAM signal point space, \( q(t) \) represents a rectangular shaping pulse of duration \( T \) and \( T_s \) is a source symbol length.

The detection process based on the spectrum correlation function (Eq.4) may be implemented in three steps using the block diagram shown in (Fig.1) [6]:-

- The signal of interest is shifted by \( \frac{\alpha}{T} \) and \( -\frac{\alpha}{T} \).
- The shifted signals are multiplied after passing through sliding windows, where the symbol ( \( \ast \) ) represents the complex conjugate.
- Spectrum Correlation Function (SCF) is found by taking the Fourier transform of the multiplied signals .

\[ e^{-j\pi\alpha} \]

![Fig.1 Block diagram of cyclostationary detector](image)

\[ e^{j\pi\alpha} \]
B. Detection Challenges

However, there are two main challenges for using the cyclostationary detector in the OFDM systems. These challenges are [8-10]:-

- The first challenge is appeared due to the property of the IFFT used at the transmitter of the OFDM system, which is a high peak to average power ratio (PAPR) of the transmitted signal. This causing subcarrier intermodulation and undesired out- off band radiation. Such two drawbacks lead to inefficient amplification and a need to an expensive power amplifier. So it is important to use techniques to reduce the PAPR. These techniques may in turn reduce the correlation characteristics of the detector. [11] suggests a simple technique to reduce this ratio by mapping the QPSK symbols at the input of the IFFT of the transmitter with a certain formula. The results included in [11] show that the bit error rate performance is better than that of the conventional clipping PAPR technique. [12] proposed a tone reservation technique (operates with large number of subcarriers) reduces the ratio by a factor of nearly 5 dB. However the complexity is the main drawback of the technique proposed in [12], especially if large number of iterations are needed.

- The second challenge is merely the implementation complexity (number of arithmetic operations) of the cyclostationary detector. Many literatures analyze such issue, for example, problems of cycle leakage, aliasing and cycle phasing had been disused in [5]. In literature [13], the implementation is done mostly in angular domain to avoid complex operation (multiplication and addition/subtraction). Finally, the signal is mapped back to Cartesian coordinates.

III. Computer Simulation tests

A. Detector performance

To examine the performance of the cyclostationary detector (Fig.1), computer simulation tests have been carried out using Matlab software. In these tests, the signal to noise ratio is equal to -20 dB and $N = 32$. A sliding window of 32-width Hamming window is used, Firstly, the maximum normalized SCF of the envelop OFDM signal is plotted with different values of cyclic frequency ($\alpha$). Such plot is shown in Fig.2.
Fig. 2 The maximum of SCF for different values of cyclic frequency

For $N = 32$, Fig. 2 shows that the normalized spectrum correlation function has its maximum value at cyclic frequency of $12$ ($\alpha = \frac{12}{32} T$). According to this value, Fig. 3 shows the ability for such detector to know the existence of primary OFDM signal with high probability of detection and low probability of false alarm (due to clear maximum value of SCF in this figure).

Fig. 3 The normalized SCF of cyclostationary detector for OFDM signal
Extra tests shows that the correlation characteristics of the cyclostationary detector may affected when PAPR reduction techniques are used at the transmitter side of the OFDM system (first challenge in section II-B). In these tests, symbol expanding technique [11] and tone reservation algorithm [12] are used. For an OFDM system with first technique, a reduction in the spectral correlation magnitude for the envelop of the OFDM signal is shown in Fig.4. This reduction makes the detection more difficult. In the other hand, the use of parallel search tone reservation method with memorized values enhances the cyclostationary features. It is clearly appears in Fig.4 that the difference between the maximum and the other values of the spectrum correlation function (SCF) in the tone reservation technique is higher than that of the symbol expanding technique. This means that an OFDM signal with tone reservation technique has better probability of detection and probability of false alarm than that of a same signal with symbol expanding technique.

Further tests are used to estimate the complexity of the cyclostationary detector (Fig.1). The complexity is calculated in terms of the number of addition/subtraction and multiplication operations of the detector algorithm. Table.1 shows the result of these tests with different values of OFDM symbols.
C. Proposed detector

As expected, Table.1 shows that the complexity of traditional cyclostationary detector is proportional with the number of OFDM symbols. To reduce the detector complexity, this paper suggests an algorithm to implement the cyclostationary detector. This algorithm is mainly based on the reduction of the number of the multiplication and addition / subtraction operations by choosing two suitable values of cyclic frequencies (\(\alpha_1\) and \(\alpha_2\)). These values are used with the exponent function in the upper and the lower arms of the detector shown in Fig.1. As a result, the real or the imaginary parts of the exponent function is equal to zero or constant, so there is no need to more mathematical operations to implement such function. This idea behind this algorithm may be explained by the following two steps:

- Step 1: for a certain value of \(N\), the cyclic frequency (\(\alpha\)) is chosen such that the SCF is maximum.
- Step 2: the values of \(\alpha_1\) and \(\alpha_2\) are calculated such that the sum of these values is equal to \(\alpha\) and the real and imaginary parts of \((e^{j2\pi\alpha_1})\) and \((e^{j2\pi\alpha_2})\) are equal to zero or constant value.

Therefore, the complexity of the proposed detector is then calculated in terms of the number of mathematical operations for different values of OFDM symbols as tabulated in Table.2:

<table>
<thead>
<tr>
<th>OFDM blocks</th>
<th>addition/subtraction</th>
<th>multiplication</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>96</td>
</tr>
<tr>
<td>2</td>
<td>32</td>
<td>192</td>
</tr>
<tr>
<td>3</td>
<td>64</td>
<td>384</td>
</tr>
<tr>
<td>4</td>
<td>128</td>
<td>768</td>
</tr>
<tr>
<td>5</td>
<td>265</td>
<td>1536</td>
</tr>
<tr>
<td>6</td>
<td>512</td>
<td>3072</td>
</tr>
</tbody>
</table>

Table.1 The complexity of the cyclostationary detector for different values of OFDM symbols
Finally, the estimated behavior of the traditional and the proposed detectors under multipath propagation is shown in Fig.5. Such behavior is represented by the probability of missed detection for different values of received signal to noise ratio. In this test, the received multipath signal is assumed to be a sum of the received signal with its delayed and attenuated version. The values of attenuation factor and normalized delay are assumed to have 0.75 and 15 respectively. The figure shows that the behavior of the traditional detector is better than that of the proposed detector (nearly 0.5 dB difference at probability of $10^{-4}$) as a result of unbalanced values of cyclic frequencies used in the proposed detector.
IV. Conclusion

Based on the correlation characteristics of the cyclostationary detection, this paper proves its ability to detect the OFDM primary signal. The results show the simplicity in the detection when a proposed tone reservation technique is used for reduction the PAPR of the OFDM signal. This work proposes also a method to reduce the complexity of cyclostationary detector in terms of number of arithmetic operations needed for hardware implementation. Further tests show that such hardware complexity reduction has an effect on the behavior of the proposed detector.
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Abstract

In this work the present a theoretical study for the free vibration of cylindrical, conical and helical springs. Circular cross sections, and non-circular cross section, namely elliptical, are considered as well for the investigating of the frequency characteristics of the springs. The equations of motion are derived mathematically for springs with different geometries. The mode shapes are numerically implemented by using COMSOL 4.2 software package for three dimensional solid elements. The mode shapes configurations are determined by applying different force loads and boundary conditions for different number of spring turns. The results show that increasing the number of turns leads to decrease the spring stiffness and vice versa. Also decreasing turn number is a good strategy to distinguish between different mode shapes. Springs stiffness is directly proportional to coil diameter. It is also shown that the configuration of cylindrical-elliptical spring is prone to the applied force where the stiffness is lower among all other spring types with the same number of turns.
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الخلاصة

يدُم هذا العمل دراسة نظرية للاهتزازات الحرة لانواع من التوابض كالحلزونية والإسطوانية والمستطيلة متساوية ومختلفة المقطع كالمخروطية. تم اشتقاق المعادلات الرياضية للتوابض ذات المقطع المتساوي رياضياً أما الدوال الشكلية للتوابض تم حسابها عن طريق برنامج متطور بسمى كومسول (4.2) لعنصر ثلاثي الابعاد ووضع قوى مختلفة تراوحت بين 50 إلي 150 نيوتن وثبيت طرف من التابض واظهرت النتائج ان زيادة عدد حلقات التوابض يؤدي الي قلة جسامه التابض والعكس بالعكس. كما أنها طريقة جيدة للتفرقة بين الدوال الشكلية كمما ان هناك علاقة بين كل من جسامه التابض و قطر الملف ويعتبر التوابض الإسطواني أفضل من التوابض الأخرى عن تسليط الاحمال بجسامه أقـ.. ولنفس عدد الحلقات.
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1. Introduction

Helical springs are commonly used in many engineering applications serving important mechanical tasks. The problem of helical springs is a classic mechanical problem that is subjected to many theoretical studies for decades. Performances of compressive springs working within dynamic environments in mechanisms have become particularly important in recent years. Helical springs are amongst the most familiar engineering components and, as vital part of the automotive engine, they have been the subject of close scientific scrutiny. Cylindrical and non-cylindrical helical springs are common in many applications for wide variety of reasons, Figure (1) demonstrate the robotic fish design [7]. The number of paper present on the non-cylindrical coil springs is, yet, insufficient [3],[4],[5]. The problem is described by six differential equations. These are second order equation with variable coefficients, with six unknown displacements. Three translations, and three rotations at every point along the member. A number of investigations were conducted in the field of vibration behavior of helical springs with constant cross section [6]. However, there is no paper published on the vibration analysis of the helical springs with variable cross section.
Although, there are some studies of the problems of free vibration of cylindrical coil spring [4], there have been only a few studies on the free vibration of helical springs with irregular shapes. Yildirim[5] investigated the free vibration frequencies of cylindrical springs by the transfer matrix method. Nagaya et al. [1] have determined the free vibration frequencies of non-cylindrical helical springs both experimentally and by the method of Myklestad. For this purpose, they have used the static element transfer matrix, where they derived the closed form solution with taking into account only the axial deformation for circular cross sections. Yildirim [1] used both the Myklestad method and the complementary functions methods, and presented the free vibration of non-cylindrical helical springs taking into account the effects of axial and shear deformation together with the rotary inertia. The free vibration problem of helical spring by the transfer matrix method. Yildirim employed the transfer matrix and the complementary functions to compute the eigenvalues on non-cylindrical helical springs. The applications that use the helical and other types of springs are in continuous developments starting from the micro scale applications to huge civil engineering structures. The frequency characteristics of the helical springs can be implemented as a substitution for some continuous system applications. For instance, the robotics fish, is the interest of many researchers and companies around the globe. Due to highly need of such application, many models for robotics fish have been suggested in the last ten years. Some of these models are based on purely mechanical design, and some are based on using of smart materials. In general, the thrust mechanism stills the main challenge in the size and design of submersibles. Recently, it has been shown that the fluid-conveying pipes are a powerful technique for the thrust of submersibles. The mode of fluttering depends on the pressure inside the pipe, and it is found that higher pressure leads to fluttering with higher modes. In this study we extend the work presented by Aren [7] who designed a robotics fish that works on the fluid inducing mechanism for the thrust force, he used relatively long hollow tail made of latex, see figure (1). The tail conveys water that is pumped from the head of the fish and flows through the latex tail and induces the tail to flutter and result in thrust force moves the fish forward. We investigate replacing of the long latex tail by a short helical spring that does the same function. The objective of the work is to replace the long latex tail by short coiled spring, than studying the eigenfrequencies of the coiled spring under the effect of internal flow along the main axis, we investigate the effect of the internal pressure on the mode shapes for different types of coiled springs. Using of suitable type of coiled spring as a substitution for the latex tail of the submersible.
2. Free Vibration Formulation of cylindrical Coil Springs

The cylindrical helical coil spring has the simplest mathematical model among the other types. The equation of motion for the 12-degree of freedom vibrations of springs in (t, n, b)[1,2]:-

\[\frac{\partial \xi}{\partial s} = X \xi + \frac{\tau}{c_t} \]

\[\frac{\partial \eta}{\partial s} = X \eta + \tau \xi + \frac{\Omega}{c_n} + \frac{\tau_\eta}{c_b} \]

\[\frac{\partial \zeta}{\partial s} = -\tau \eta - \frac{\Omega}{c_b} + \frac{\tau_\zeta}{c_b} \]

\[\frac{\partial \Omega_n}{\partial s} = X \Omega_n + \frac{M_n}{c_t} \]

\[\frac{\partial \Omega_b}{\partial s} = -\tau \Omega_n + \frac{M_b}{c_b} \]

\[\frac{\partial \tau_n}{\partial s} = XT_n - P_t + \rho A (\partial^2 \xi / \partial t^2) \]

\[\frac{\partial \tau_\xi}{\partial s} = -XT_t + \tau T_b - P_t + \rho A (\partial^2 \eta / \partial t^2) \]

\[\frac{\partial \tau_\eta}{\partial s} = -\tau T_n + P_b + \rho A (\partial^2 \zeta / \partial t^2) \]

\[\frac{\partial \Omega_\xi}{\partial s} = XM_n - m_t + \rho f (\partial^2 \Omega_t / \partial t^2) \]

\[\frac{\partial \Omega_n}{\partial s} = T_b - XM_t + \tau M_t - m_b + \rho l_n (\partial^2 \Omega_b / \partial t^2) \]

\[\frac{\partial \Omega_b}{\partial s} = T_n - \tau M_n - m_b + \rho l_b (\partial^2 \Omega_b / \partial t^2) \]
3. Modeling tools

COMSOL Multiphysics 4.2 simulation environment was used to make this analysis. COMSOL 4.2 is a complete problem-solving tool. MATLAB interface allowed somewhat straightforward modeling of a complex three-dimensional helical geometry without resorting to CAD modeling. The analysis was also rather fast, with meshing and analyzing taking less than 10 seconds. A three-dimensional helix was created and meshed in COMSOL. Eigenfrequency analysis was conducted to identify the first five vibrational modes along with their frequencies.

4. Case study analysis

A three-dimensional helix was created in COMSOL 4.2 to get deformation shape for different types of coiled springs. Figure (2) demonstrates different types of coiled springs, figures (3), (4), and (5) illustrate deformed and undeformed shapes for cylindrical, conical, and elliptical springs for five mode shape. Table 1 records the results of COMSOL 4.2 when implemented for cylindrical, conical, and elliptical springs.

![Cylindrical helical coiled spring](image1.png)
![Elliptical helical coiled spring](image2.png)
![Conical helical coiled spring](image3.png)

Figure (2). Different types of coiled springs
4.1. Cylindrical Spring analysis

4.2. Conical Spring analysis

Figure (3). Cylindrical spring deformed & undeformed.

Figure (4). Conical spring deformed & undeformed.

4.3. Elliptical Spring analysis

Figure (5). Cylindrical spring deformed & unreformed.
Table. (1). Application for spring steel AISI 4340 (n=6 ,E=2.0610^{11} \text{N/m}^2 \ V =0.3, d =0.005 \text{m}, a =0.001, \alpha =0.00468 , \rho =7900\text{Kg/m}^3 ).

<table>
<thead>
<tr>
<th>Type</th>
<th>Mode1</th>
<th>Mode2</th>
<th>Mode3</th>
<th>Mode4</th>
<th>Mode5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cylindrical/ PS</td>
<td>19.005</td>
<td>19.019</td>
<td>29.115</td>
<td>32.89</td>
<td>64.72</td>
</tr>
<tr>
<td>Yildirim[1]</td>
<td>36.52</td>
<td>36.544</td>
<td>150.627</td>
<td>165.616</td>
<td>201.82</td>
</tr>
<tr>
<td>Elliptical/ PS</td>
<td>23.646</td>
<td>25.587</td>
<td>31.500</td>
<td>32.888</td>
<td>53.765</td>
</tr>
<tr>
<td>Conical/ PS</td>
<td>3.246</td>
<td>3.7.26</td>
<td>4.672</td>
<td>5.170</td>
<td>5.056</td>
</tr>
<tr>
<td>Yildirim[1]</td>
<td>3.200</td>
<td>3.121</td>
<td>4.556</td>
<td>5.443</td>
<td>5.508</td>
</tr>
</tbody>
</table>

PS=Present study

5. Results and Discussions

In this work, the equation of motion in helical spring was, derived from Timoshenko beam theory and Frenet formulae, after applying suitable boundary conditions by fixed one end. The software has been applied to the large deformation analysis of helical springs under axial loading. The Eigen frequency analysis was run across various values of the number of turns n, the wire diameter, and the helix diameter D. This paper presents theoretical analysis of vibration problem of coil springs of arbitrary shape by using COMSOL 4.2. The results can be summarized five mode shape for cylindrical and elliptical springs as shown in figures (10,11) and table (2). For cylindrical spring. Figures (12,13) and table (3) for elliptical spring.

5.1. Cylindrical Spring

![Figure (6). Deformed& unreformed of cylindrical spring](image)
Table (2). Example for a cylindrical spring free vibrations, second with body load =50-150 N, Eigenfrequency for (5) mode shape number of turns =6.

<table>
<thead>
<tr>
<th>Load</th>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Mode 3</th>
<th>Mode 4</th>
<th>Mode 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>X=y=z=0</td>
<td>459.304</td>
<td>509.359</td>
<td>526.678</td>
<td>532.339</td>
<td>906.888</td>
</tr>
<tr>
<td>Y=0</td>
<td>107.84</td>
<td>108.153</td>
<td>238.845</td>
<td>268.833</td>
<td>474.070</td>
</tr>
</tbody>
</table>

5.2. Elliptical Spring
Figure (9). Fifth Vibration mode shape of elliptical springs fixed one end

Table (3). Example of an elliptical spring with out load, second with body load, Eigenfrequency for (5) mode shape number of turns =6.

<table>
<thead>
<tr>
<th>Load</th>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Mode 3</th>
<th>Mode 4</th>
<th>Mode 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y=0</td>
<td>11.524</td>
<td>13.294</td>
<td>14.565</td>
<td>29.644</td>
<td>30.538</td>
</tr>
<tr>
<td>X=y=z=0</td>
<td>25.402</td>
<td>28.356</td>
<td>31.444</td>
<td>42.171</td>
<td>45.783</td>
</tr>
</tbody>
</table>

6- Conclusions

The following notes can be extracted from the research results:

1. Increasing spring turns number \( (n) \) will decreases spring stiffness and all resonant.
2. Decreasing spring turn number \( (n) \) is a good way to achieve separation between five mode and others.
3. Increasing diameter of the spring wire \( (d) \) will increase spring stiffness and increasing all resonant frequencies.
4. Springs having the same material and geometrical properties for elliptical type is more rigid than others types.
5. Some natural Frequencies are very close to each other for the elliptical type as illustrated in figures (14, 15, 16) below, which explore the effect of vibrational mode frequencies on spring number of turns\( (n) \) for constant pitch angle.
6. Figure (13) shows comparison of vibrational mode frequencies for Conical spring between this study and Yildrim
Figure (10). Vibration mode frequencies on number of turns = 6 of cylindrical spring

Figure (11). Vibration mode frequencies on number of turns = 6 of elliptical spring

Figure (12). Vibrational mode frequencies on number of turns = 6

Figure (13) comparison of vibrational Mode frequencies for Conical springs between this study and Yildrim.
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SUMMARY:

A simply supported beam is used to calculate the critical buckling load. A common beam sections with constant cross sectional area are used to analyze the results using ANSYS11 program which gives a good results as comparing with the theoretical equation. The critical buckling load depends on the shape and dimensions of beam section which has constant cross sectional area. It observed that the critical buckling load is higher with a wide range of width for thinner hollow rectangular-section than the thicker section and lower for (I, T & L-sections). Changing the width or thickness for U & Z-sections gave a small effect on the critical buckling load. Increasing the thickness of hollow circle beam section gives a decreasing in the critical buckling load. The last beam section gives a higher critical buckling load as comparing with solid circle section of the same cross sectional area. The same phenomenon is found for hollow rectangular-section as comparing with the solid section.

Keywords: A simply supported beam, Critical buckling load.

المستخلص:

تم استخدام عتبة ذات ارتكاز البسيط من الطرفين لحساب حمل الأنبوع الحرج. تم استخدام المقاطع الشائعة من العتبات ب🚗نت المساحة لتحلى النتائج باستخدام برنامج (ANSYS11) الذي أعطي نتائج جيدة مقارنة مع المعادلة النظرية. حمل الأنبوع الحرج يعتمد على شكل وعُن مقطع العتبة الذي يمتلك مساحة ثابتة. لوحظ من النتائج أن حمل الأنبوع الحرج يكون عالي بمدى واسع للمقطع المستطيل المحوج مقارنة مع المقطع السميكة وتكون قليلة في المقاطع ذات الأشكال (I,T&L). تغيير عرض أو سمك المقاطع ذات الأشكال (U&Z) أعطي تأثير
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1. Introduction:

Euler was the first who studied for engineering applications important problem of buckling arising in a simple, monolithic beam loaded axially by a concentrated load. It has been shown from two solutions of the problem due to Timoshenko theory; the elastic foundation increases the critical buckling load of the beam. Starting from the previous classical results, a mechanism to enhance the buckling strength of a cantilevered beam is investigated. In the place of a single, one-element, monolithic cross-section, the use of a bundle of more than one, similar or not, single cross-sections, placed with parallel axes, and staying in free contact along their adjacent boundaries, is proposed [1].

The buckling behavior of an I-beam under combined axial and horizontal loading is examined. It is shown that the actual application location of the axial loading governs the buckling behavior of the long I-beam. Theoretical formulation is developed to determine the critical buckling load for such combined loading configuration from the elastic static theory. Both, the beam deflection theoretical model and the critical load capacity are derived for this combined loading condition. The Finite Element Analysis (FEA) is utilized to apply the axial load on the beam at various configuration locations and it is shown that this application location determines the buckling behavior and the critical load of the buckling of the I-beam [2]. Tapered I-beams can carry a maximum bending moment at a single location while in the rest of the member the moment carrying capacity is considerably lower. Numerous researchers have focused on the investigation of the elastic behavior of tapered I-beams and many theoretical findings have been incorporated into the current specifications. The elastic critical moment is used for determining the design strength against lateral-torsional buckling (LTB) of I-beams with uniform cross-section and a number of coefficients is employed accounting for the boundary conditions, the cross-sectional geometry and the type of transverse loading, while no detailed information is given regarding non-uniform members. Modification factors of the elastic critical moment with reference to the mean cross-section are given for various taper ratios. The approach presented here in can be very easily applied for the design of tapered beams against lateral-torsional buckling [3].

The lateral-torsional buckling of composite strip and I-beams is considered. The geometrically exact governing equations are simplified by consistently regarding certain configuration
parameters as small. The assumption that these parameters are indeed small is equivalent to the assumption that the square of the maximum prebuckling cross-sectional rotation due to bending is small compared to unity. The analysis takes into account various refinements of previously published results, elastic coupling, and the offset of the load from the centroid, and, of course, prebuckling deflections. The analysis is thereby reduced to a single fourth-order differential equation and boundary conditions, all of which are derivable from a corresponding energy expression. Using this comparison function, a formula for the buckling load as a function of the small parameters of the problem is found and validated. With certain exceptions regarding the load offset parameter; the formula provides results which agree quite well with the numerical solution of the exact equations as long as all the small parameters remain small. However, the load offset parameter always appears in the governing equations as multiplied by a ratio of stiffness, which can become large, especially for composite I-beams [4].

In steel construction the flange of a steel I-beam is usually coped to allow clearance at the connection. Local web buckling at the coped region may occur when the cope length is long and/or the cope depth is large, provided that lateral-torsional buckling of the beam is prevented. In order to verify such recommendation, an experimental and numerical investigation of coped I-beams with stiffeners at the coped region was conducted and reported. The local web buckling could not be prevented efficiently if only horizontal stiffeners were provided at the coped region. Both the test and the numerical results showed that the horizontal stiffeners at the cope displaced laterally due to gross web distortion. It was found that for cope depth to beam depth ratio \((d/D) \geq 0.3\), both horizontal and vertical stiffeners are required in order to prevent local web buckling at the cope region [5].

A method of identifying the buckling load of a beam-column is presented based on a technique named Multi-segment Integration technique. This method has been applied to a number of problems to ascertain its soundness and accuracy. The boundary conditions mean that, i) it is hinged at both ends; ii) it is fixed at both ends; and iii) it is fixed at one end and hinged at the other end. The results obtained by Finite Difference method are compared in order to determine the efficiency of this method [6].

In the present work, the lateral buckling response of a simply supported beam, subjected to a mid span concentrated load is thoroughly discussed. Assuming that the loss of stability occurs through divergence, we consider the equilibrium in a slightly bent configuration in
which vertical and lateral deflections as well as angles of twist are developed. This state of equilibrium by a system of three differential equations with non-constant coefficients. Clearly, a closed form solution of the above system cannot be, in general, obtained. Therefore, one has to resort to approximate analytical solutions. Hence, an analytic approximate technique for solving the above system of differential equations is successfully employed [7]. The determination of the critical (elastic) level of loading is not only of theoretical, but also of practical importance, since in many current design codes, the design resistance of a beam against lateral buckling, even in the case of inelastic buckling, is based on the corresponding value of elastic buckling. The problems related to lateral buckling, results are obtained applying approximate procedures as well as finite element methods [8]. Approximate shape functions are also used, for establishing the post buckling behavior in cases of lateral (bending without axial force) [9], or lateral torsion buckling, [10, 11]. The effect of stacking sequences, fiber orientation angles, boundary condition and delamination numbers on the critical buckling loads of the laminated composite beams have been investigated analytically and numerically. Firstly, an analytical model is presented to take into consideration the reduction in stiffness of the beam due to the presence of the delamination in the beam. Then, two-dimensional finite element models for the composite beams having single/double middle delamination have been established by using contact element at ANSYS commercial program. A good agreement between theoretical and finite element results has been found. It is seen that the buckling loads vary with changing stacking sequences, orientation angles and boundary conditions. The results show that a reduction in the critical buckling loads occurs when delamination length increases. In the numerical analysis, the appropriate buckling load values of the laminated beams are obtained by using normal penalty stiffness that is chosen as elasticity modulus for contact elements in the delamination region [12]. This work deals with the lateral buckling of beams on which a concentrated load was applied through a bar subjected to a compressive force of constant direction. For the same cases of loading the problem of lateral buckling of beams under directed loading with the aid of finite element computer programs. Non-conservative problems are of paramount importance in modern structural design. The present paper deals with the lateral buckling and to calculate the critical buckling load. ANSYS11 program are using to analyze the results which gives a good results as comparing with the theoretical equation.

2. Theory of Columns Buckling (Euler Columns):
A assume a bar of length (L) loaded by a force (P) acting along the longitudinal beam axis on pinned end. As shown in Figure (1), the bar is bent in the positive y-direction, this required negative moment, and hence:

\[ M = -Py \] (1)

Where:

\( M \): moment (N.m).
\( P \): the applied load (N).
\( y \): moment arm (m).

If the bar should happen to bend in the negative y-direction a positive moment would results. The resulted moment can be written in the following equation:

\[ EI \frac{d^2 y}{dx^2} = M \] (2)

Where:

\( E \): modules of elasticity (N/m²).
\( I \): second moment of inertia (m⁴).

Sub Eq. (1) in Eq. (2):

\[ \frac{d^2 y}{dx^2} = \frac{-Py}{EI} \] (3)

or

\[ \frac{d^2 y}{dx^2} + \frac{P}{EI} y = 0 \] (4)

The solution of the above second order differential equation is as follows:

\[ y = A \sin \left( \sqrt{\frac{P}{EI}} \right) x + B \cos \left( \sqrt{\frac{P}{EI}} \right) x \] (5)
Where \((A)\) and \((B)\) are constants of integration and can be found from the boundary conditions.

In this work, the deflection is zero at both ends \((x=0 \cdot L)\). The first boundary conditions give \((B=0)\) and the other give:

\[
A \sin \left( \sqrt{\frac{P}{EI}} \right) L = 0
\]  

\(6\)

If \(A=0\); no buckling occurs, therefore:

\[
\sin \left( \sqrt{\frac{P}{EI}} \right) L = 0
\]

\(7\)

Equation \((7)\) is satisfied by:

\[
\sqrt{\frac{P}{EI}} L = n\pi
\]

Where:

\(n\): is an integer.

Solving for \(n=1\) gives the critical load, \(P_{cr}\):

\[
P_{cr} = \frac{\pi^2 EI}{L^2}
\]

\(8\)

Which called the “Euler column formula”

The critical applied stress, \(\sigma_{cr}\) \((N/m^2)\), is:

\[
\sigma_{cr} = \frac{P_{cr}}{A} = \frac{\pi^2 EI}{AL^2}
\]

\(9\)

The relation of radius of gyration, \((k)\) for any cross sectional area is given by:

\[
k = \sqrt{\frac{I}{A}}
\]

\(10\)

Sub Eq. (10) in Eq. (9):

\[
\sigma = \frac{P_{cr}}{A} = \frac{\pi^2 E}{(L/k)^2} = \frac{\pi^2 E}{S^2}
\]

\(11\)
The term \((S)\) is known as the slenderness ratio. And the solution of Eq. (11) is called as a critical unit load. The buckling is occurred when the critical buckling stress is occurred below the yielding point of material where the “Euler column formula” is applicable. This occurred for long columns. The fail is occurs by compression for short columns. According to its length, the columns are classified as:

1. Short if \(S < 30\).
2. Long if \(S > 120\).
3. Intermediate \(120 > S > 30\).

2-1. Principles Axis of Inertia:

Consider the cross sectional area of beam lies in the \((y-z)\) plane, Figure (1). In Euler column formula, the moment of inertia is taken as the minimum moment of inertia either about the \((y)\) or \((z)\)-axis for the beam section which has a moment of inertia \((I_{yz}=0)\). This is satisfied for the following beam section (used in this work):
1. Solid rectangular or square section.
2. Hollow rectangular or square section.
3. Ring or Hollow circular section.
4. Channel section.
5. T-section.
6. I-section.

The other type of beam section used in this work (L & Z-section) give a none zero value of \((I_{yz} \neq 0)\); where:

\[
I_{yz} = A\bar{y}\bar{z}
\]  

(12)

There are two values of “\(\theta\)” which locate the position of principle axes of inertia \((Y,Z)\) for a given cross sectional area:

\[
\tan 2\theta = -\frac{2I_{xz}}{I_y - I_z}
\]  

(13)
The values of principle moment of inertia are given by:

\[
I_y = \frac{I_y + I_z}{2} + \sqrt{\left(\frac{I_z - I_y}{2}\right)^2 + I_{yz}^2} \tag{14}
\]

\[
I_z = \frac{I_y + I_z}{2} - \sqrt{\left(\frac{I_z - I_y}{2}\right)^2 + I_{yz}^2} \tag{15}
\]

Where:

- \(I_y, I_z\): second moment of inertia about the (y & z-axis).
- \(I_y, I_z\): principle moment of inertia about the principle axis (Y & Z-axis).

### 3. Finite Element Methods Using ANSYS11 Program:

#### 3-1. Material of Beam:

A carbon steel of type (Structural) is used for beam material. The yield stress is \(250\) Mpa, ultimate stress \((400\) Mpa), Poisson’s ratio \(0.29\) and have a young modulus of elasticity \((E=200\text{Gpa})\).

#### 3-2. Dimensions of Beam:

A constant cross sectional area is used for various beam section (common beam section). To ensure that the buckling is achieved and be applicable with Euler column formula, a suitable cross sectional area as compared with beam length must be choose to ensure that the buckling of beam within the yield region (satisfy Euler column formula). Hence the following beam dimensions are used for a different common beam cross section:

- \(A = 100 \text{ mm}^2\) (beam cross sectional area).
- \(L = 2000 \text{ mm}\) (beam length).

Where, the values of \((S)\) in Eq. (11) is more than \((120)\) for each of beam dimension used (long beam). The following beam cross sectional are used in this work:

1. Hollow rectangular-section. - Table (1)
2. Channel-section. - Table (2)
3. L-section. - Table (3)
4. T-section. - Table (3)
5- I-section. - Table (4)
6- Z-section. - Table (4)
7- Hollow circle-section. - Table (5)
8- Solid circle-section. - Table (6)
9- Solid circle and square-section. - Table (6)

In each type of thin cross section, a finite number of thickness (t), width (W₁) and height (W₂) are used such that the cross sectional area still constant (A=100 mm²).

Hence, a three sets of dimensions used with thickness value (t = 1, 2, 3 mm) as shown in tables (1-4). For each thickness value, a wide range of sectional width is used. For example, in the first beam section, (Table-1), the width values are (W₁=5, 10, 15… 50 mm) for the first set of thickness (t₁=1 mm). The other dimension (W₂) is calculated such that the total cross section area equal to (A=100 mm²). Where:

$$A=2W₁t+2(W₂-2t)\times t = 100 \text{ mm}^2$$

For the hollow circular section (Table-5), the values of thickness are (t=1, 2, 3, 4 and 5mm). Hence the other dimensions are calculated such that the total cross section area is constant (A=100 mm²). Table (6) gives the values of solid circle and square dimensions with the same above area. The moment of inertia ($I_y, I_z, I_{yz}$), and other properties are calculated by ANSYS11 program for each beam section.

3-3. Finite Element Method:

Each of the previous cases are modeled using finite element method with element type (structural beam, 3D finite strain, 3 nodes 189) in ANSYS11 program. The boundary conditions of beam are simply supported as in Figure (1). Hence, a half-length of beam is used to analyze the problem. One end is considered as a fixed end (fixed all degree of freedom). The other end is simply which represent the end of the applied load as shown in Figure (2).

A ten element is used (11 node). Each element section is meshed with a fine mesh. The solution of problem has been done initially with static solution and then with buckling solution with ANSYS11 program. The resulted data is recorded as a critical buckling load for each case.

4. Results & Discussions:

The resulted data from the theoretical equation (Euler column formula) which include the critical buckling load is calculated for each case of beam section with the same beam length,
cross sectional area and material properties as mentioned. Those values of critical buckling load are plotted and compared with those recorded from the ANSYS11 program [Figures (3 - 9)]. Hence a good agreement has been found between the theoretical and FEM values of this force for each case of the beam section (error = 0.1- 0.3%) and the results for each beam section can be explained as follow:

4-1. Hollow Circular-Section:

Increasing the thickness of circular section resulted in decreasing the critical buckling load \( (P_{cr}) \). A sharp decreasing for \( (P_{cr}) \) is found as the uniform increasing in thickness. Hence, the force \( (P_{cr}) \) is (6256N) at \( (t=1mm) \) which reduce to (404N) at \( (t=5mm) \), or in another representation, the force decrease at a percentage of (94%) through the increasing in thickness at a percentage of (80%). This is due to the decreasing in the moment of inertia. It can be say that a thinner ring beam section gives a good buckling property than the thicker ring beam section, Figure (3).

4-2. Hollow Rectangular-Section:

Variation of \( (P_{cr}) \) with width range \( (W_1) \), Table (1), is plotted for three values of thickness in Figure (4). As it has been shown, the critical buckling force is increase uniformly until reach the maximum value and then decrease for each thickness value. A thinner section gives a higher critical buckling load as comparing with the thicker section for each value of section width \( (W_1) \). Increasing the width \( (W_1) \) result in increasing the minimum moment of inertia which results in increasing \( (P_{cr}) \) according to Eq.(8). Hence the maximum value of \( (P_{cr}=4840N) \) is recorded at the minimum thickness \( (t=1mm) \) and \( (W_1=25mm) \). Therefore, this type of beam section gives a good buckling property with a thinner section.

4-3. I-Section:

As in Figure (5), the critical buckling load increase with increasing the width \( (W_1) \) for each value of thickness used in table (4), a continuous increasing is observed without decreasing. That means the maximum critical buckling load is observed at the final value of width \( (W_1) \) used for each thickness. Where \( (P_{cr})_{max} = 4685N \), at \( (t=1mm, W_1=40mm) \), \( (P_{cr})_{max} = 1319N \), at \( (t=2mm , W_1=20mm) \) and \( (P_{cr})_{max} = 836.5N \), at \( (t=3mm W_1=15mm) \). That means, a good buckling property can be found in the thinner wide I-beam section. The narrow
thin section gives a lower \( P_{cr} \). Where \( P_{cr} \) is higher for (t=2&3mm) for width range (W<20mm).

4-4. L-Section:

Nearly, in Figure (6), the same \( P_{cr} \) is observed for (t=2& 3mm) at a width (W<15mm) which higher than that for thickness (t=1mm). The values of \( P_{cr} \) are decrease with increasing width (W>20mm) for (t=3mm) and at (W>30mm) for (t=2mm). While, the force \( P_{cr} \) is continuous in increasing with increasing width at (t=1mm) which gives a higher values for width (W>30mm) than those for the other thickness (2 &3mm) and reach a maximum value at the final width \( P_{cr}=2900N \).

4-5. T-Section:

The critical buckling load is increased gradually with width \( W_1 \) for to values of thickness (t=2 &3 mm) and then decreased at (W=20 mm) for thickness (t=3mm) and at (W=30 mm) for thickness (t=2mm). The critical buckling load is increased without decreasing for the first thickness of beam section as in Figure (7). Which gives a good buckling property as comparing with those for thickness (t=2 &3 mm) for width (W>34mm). A wide range of width gives a good buckling property for beam section of thickness (t=2mm) as comparing with that of thickness (t=3mm).

4-6. U-Section:

Nearly, the same critical buckling force has been shown for each set of beam section with each value of the width. This load increase gradually with width until reach the maximum value at \( W_1=35mm \), \( P_{cr} \) max\(= 6522N \), for the first set of beam section \( t=1 \) mm and then decrease, Figure (8).

4-7. Z-Section:

In general, the critical buckling is increase gradually and then decrees for each set of beam thickness set during increasing the beam width. Nearly, the same value of \( P_{cr} \) is found for a wide range of beam thickness set. The maximum value of \( P_{cr} \) is found at \( W_1=30mm \), \( P_{cr} \) max\(= 2365N \), Figure (9).
4-8. Solid-Section:

To compare the results of the above thin beam sections with those of solid sections (the same cross sectional area), the value of critical buckling force is observed ($P_{cr}=411N$) for solid square section and ($P_{cr}=393N$) for solid circle section, Table (6). Hence, a solid square section gives a good material buckling property than those of circle beam section. But a thin beam sections are a better buckling property than those of solid beam section for wide range of thickness and width. A sample of deformed and un-deformed L-beam of Figure (2b) is shown in Figure (10). The 4-mode buckling shapes for this section are shown in Figure (11).

5. Conclusions:

From the previous results, it can be concluding:
1- A hollow thin circle and rectangular beam section gives higher critical buckling load as comparing with those of thick section.
2- Increasing the width of rectangular section results in increasing ($P_{cr}$) until reach a maximum value and then decrease for each thickness value.
3- A lower critical buckling load is observed for thinner I-beam section as comparing with those of thick section for each value of beam section.
4- The critical buckling load increase with increasing the width of I-beam section without decreasing at any value of width or thickness of beam.
5- The L & T- section, the critical buckling load is continuous increasing with increasing width for the beam section thickness (t=1 mm). And reach a maximum value and then decreased with increasing width for the other beam thickness (t=2 &3 mm).
6- The critical buckling load is lower for L-beam section at a thickness (t=1mm) as comparing with the other two thickness at the range of ($W_1< 30mm$) and higher at the range of ($W_1> 30mm$).
7- The critical buckling load is lower for T-beam section at a thickness (t=1mm) as comparing with the other two thickness at the range of ($W_1< 34mm$) and higher at the range of ($W_1> 34mm$).
8- Nearly, the same critical buckling load has been observed for U &Z-beam section during a wide range of width and thickness.
9- A solid circle or rectangular beam gives a lower buckling load than thinner section.
10- Changing the shape of beam section with the same area result in changing in the critical buckling load.
11- The maximum critical buckling load has been found in the thinner U-beam section with 
\((t=1\text{mm} \& W_1=35\text{mm}), (P_{cr})_{\text{max}}= 6522\text{N})\).

12- The suggested FE model in the ANSYS11 program gives good results of \((P_{cr})\) as 
comparing with (Euler column formula).
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Figure (1) Buckling of pin-pin ends beam.

(a) Schematic Graph for all beam sections.

(b) ANSYS model for L-section \(W_1=50, W_2=51 & t=1\text{mm}\).

Figure (2) Finite element model of half beam length with boundary conditions and the applied load.
Figure (3) Variation of critical buckling load with thickness for Hollow circle-section.

Figure (4) Variation of critical buckling load with width for Hollow rectangular-section.
Figure (5) Variation of critical buckling load with width for I-section.

Figure (6) Variation of critical buckling load with width for L-section.
Figure (7) Variation of critical buckling load with width for T-section.

Figure (8) Variation of critical buckling load with width for U-section.
Figure (9) Variation of critical buckling load with width for Z-section.

Figure(10) The deformed and un-deformed L-beam for mode shape - 4.
Figure (11) The deformed L-beam with four mode shapes.
Table (1) Dimensions of Hollow rectangular-section.

<table>
<thead>
<tr>
<th>t=1mm</th>
<th>t=2mm</th>
<th>t=3mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1(mm)</td>
<td>W2(mm)</td>
<td>W1(mm)</td>
</tr>
<tr>
<td>5</td>
<td>47</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>42</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>37</td>
<td>15</td>
</tr>
<tr>
<td>20</td>
<td>32</td>
<td>20</td>
</tr>
<tr>
<td>25</td>
<td>27</td>
<td>25</td>
</tr>
<tr>
<td>30</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

Table (2) Dimensions of channel-section.

<table>
<thead>
<tr>
<th>t=1mm</th>
<th>t=2mm</th>
<th>t=3mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1(mm)</td>
<td>W2(mm)</td>
<td>W1(mm)</td>
</tr>
<tr>
<td>5</td>
<td>92</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>82</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>72</td>
<td>15</td>
</tr>
<tr>
<td>20</td>
<td>62</td>
<td>20</td>
</tr>
<tr>
<td>25</td>
<td>52</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>22</td>
<td></td>
</tr>
</tbody>
</table>

Table (3) Dimensions of L and T-section.

<table>
<thead>
<tr>
<th>t=1mm</th>
<th>t=2mm</th>
<th>t=3mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1(mm)</td>
<td>W2(mm)</td>
<td>W1(mm)</td>
</tr>
<tr>
<td>5</td>
<td>96</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>91</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>86</td>
<td>15</td>
</tr>
<tr>
<td>20</td>
<td>81</td>
<td>20</td>
</tr>
<tr>
<td>25</td>
<td>76</td>
<td>25</td>
</tr>
<tr>
<td>30</td>
<td>71</td>
<td>30</td>
</tr>
<tr>
<td>35</td>
<td>66</td>
<td>35</td>
</tr>
<tr>
<td>40</td>
<td>61</td>
<td>40</td>
</tr>
<tr>
<td>45</td>
<td>56</td>
<td>45</td>
</tr>
<tr>
<td>50</td>
<td>51</td>
<td></td>
</tr>
</tbody>
</table>
Table (4) Dimensions of I and Z-section.

<table>
<thead>
<tr>
<th>t=1mm</th>
<th>t=2mm</th>
<th>t=3mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1(mm)</td>
<td>W2(mm)</td>
<td>W1(mm)</td>
</tr>
<tr>
<td>5</td>
<td>92</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>82</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>72</td>
<td>15</td>
</tr>
<tr>
<td>20</td>
<td>62</td>
<td>20</td>
</tr>
<tr>
<td>25</td>
<td>52</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>22</td>
<td></td>
</tr>
</tbody>
</table>

Table (5) Dimensions of Hollow Circle-Section.

<table>
<thead>
<tr>
<th>t (mm)</th>
<th>d(mm)</th>
<th>D(mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30.831</td>
<td>32.831</td>
</tr>
<tr>
<td>2</td>
<td>13.915</td>
<td>17.915</td>
</tr>
<tr>
<td>3</td>
<td>7.61</td>
<td>13.61</td>
</tr>
<tr>
<td>4</td>
<td>3.9577</td>
<td>11.957</td>
</tr>
<tr>
<td>5</td>
<td>1.36</td>
<td>11.366</td>
</tr>
</tbody>
</table>

Table (6) Dimensions of Solid Circle and Squire-Section.

| d=11.2837 mm | Solid circle-section |
| W=10mm       | Solid square-section |
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Abstract

Integrated advanced wastewater treatment provides important fundamental solutions to problems associated with water scarcity prevailing in arid and semi-arid climatic regions.

This was accomplished through treated water with specific specification and characteristics suitable to be used for agricultural, domestic, and industrial purposes. This study is concerned with the use of genetic algorithm procedure for the optimum design of integrated advance wastewater treatment units, with their various types and characteristics. The aim of optimum wastewater treatment units design is to attain optimum values of certain pre-defined objective function.

The objective function is to satisfy certain constraints and achieve minimum capital, maintenance, and operation costs. Chemical clarification treatment unit was used in this study.

This study includes development of computer program for advances wastewater treatment plants design adopting genetic algorithm. The program was developed using Matlab software.

The results obtained from this study include the finding of optimum design criteria for advanced wastewater treatment plants. The obtained design criteria are satisfying the required water quality with minimum treatment cost.
الخلاصة

توفر المعالجات المتقدمة المتكاملة لمياه الصرف الصحي حلولاً جذرية ومهمة لمشاكل شحة المياه السائدة في العديد من البلدان ذات النظم المناخية الجافه وشبه الجافه، ويتم ذلك من خلال الحصول على مياه معالجة ذات مواصفات محددة بالإمكان استخدامها لمختلف الأغراض الزراعية والمنزلية والصناعية.

ينتشر موضوع هذه الدراسة على استخدام طريقة الخوارزميات الجينية في التصميم الأمثل لوحدات المعالجة المتقدمة ومتطلبات أنواعها ومواصفاتها. تهدف مسألة التصميم الأمثل لوحدات المعالجة المتطورة إلى الوصول إلى قيم معايير التصميم المختلفة والتي تعطي أقل قيمة لدالة الهدف وتحقق في الوقت ذاته متغيرات المسألة. وتمثلت دالة الهدف في كلفة وحدات المعالجة بعناصرها المختلفة إضافة لتكلفة الصيانة والتشغيل.

تتم دراسة المعالجة المتقدمة لمياه الصرف الصحي وتحديد متغيرات التصميم باعتماد وحدة المعالجة الكيميائية

استخدمت مياه الصرف الصحي الخارجي من محطة المعالجة الثانوية المركزية في منطقة حمدان. والبرامج الأخرى المرتبطة في تطوير برنامج الخوارزميات الجينية الذي استخدم في الدراسة لإغراض الحصول على المحددات أعلاه.

احتوت المخرجات في هذه الدراسة على مجموعة المعايير التصميمية المثلى للمعالج المتقدم بحيث تحقق هذه المعايير النوعية المطلوبة للمياه المعالجة وباقل كلفة.

Introduction

Two main objectives of wastewater treatment plants are to maximize the efficiency and minimize the cost. As these two objectives are conflicting, optimization research must be conducted by accessing a specified requirement that restricts the size of the process units to maximum efficiency or minimize cost. The most frequently observed objective is to minimize cost with specified insured efficiency. Different optimization approaches are available and genetic algorithm (GA) is one of them.

The genetic algorithm (GA) approach was found to be useful optimization tool, capable of providing optimal design estimate while
incorporating design and effluent quality constraints [1]. Some of the advantages of a GA include [2]:

- It optimizes with continuous or discrete variables.
- It doesn’t require derivative information.
- It, simultaneously, searches from a wide sampling of the cost surface.
- It deals with a large number of variables.
- It optimizes variables with extremely complex cost.
- It provides a list of optimum variables, not just a single solution.
- It may encode the variables so that the optimization is done with the encoded variables.
- It works with numerically generated data, experimental data, or analytical functions.

The aim of this study is to develop GA approach for optimum design of different alternatives of advanced wastewater treatment (AWT) plant. The optimum design includes establishing combinations of design criteria for the incorporated treatment units. To fulfill this aim, the study objectives include:

1. Developing and building a pilot plant of water treatment system to establish mathematical expressions to be used in relating the design criteria of flocculation and sedimentation units (which are mostly applied in AWT plants).

2. Writing a computer program using Matlab software to formulate the problem and perform the best design of AWT plant.

**OPTIMIZATION MODEL FORMULATION**

The primary objective of the wastewater treatment plant design is to determine design and operating parameters of the process such that the total cost
is minimal and effluent quality meets the set standards. In this study an optimization model has been developed, which combines the GA.

The genetic algorithm is an optimization and search technique based on the principles of genetics and natural selection. A genetic algorithm allows a population composed of many individuals to evolve under specified selection rules to a state that maximizes the “fitness” (i.e., minimizes the cost function) [6]. The genetic algorithm is best illustrated by the simple flow diagram in Fig. (1). The population of strings is randomly initialized giving a diverse range of possible solution. Each of these solutions is evaluated and given a fitness score. At this point the population is examined to see if a suitable solution has been found. This could be obtained when a given goal has been reached or a certain level of improvement has not been achieved over a fixed number of generations. If the stopping criteria have been reached the GA enters loop involving three stages. The first stage is to select a new population based on fitness. This is, in Darwinian terms, performing a 'survival of the fittest' operation on the population. The selected population, which is usually the same size as the initial population, then forms the basis of a mating pool and enters the second stage of the loop. In the second stage, two genetic operations are applied to the mating pool crossover and mutation. The final stage of the loop re-evaluates the evolved population and then the loop return to the start where the stopping criteria are examined. If they are not met the population re-enters the loop, otherwise, the GA exits and the best solution found from the search is chosen [3, 4].
The basic steps of genetic algorithms development are namely:

1) Selection of model parameters (optimization variables),
2) Parameters encoding,
3) Generation of the initial population,
4) Evaluation of the string,
5) Selection of the (chromosomes) strings for reproduction [6],
6) Crossover of the selected strings, and
7) Mutation of the strings.

The adoption of these steps is dependent on type of GA application, which in this studies the design of AWT plant.

In this study, for combination of processes used to treat wastewater. This is particularly true for advanced treatment technologies capable of treating wastewater to a degree of quality appropriate for a specific reuse, making the selection of the most suitable sequence of processes for any potential reuse situation more complex. Chemical clarification unit is used.

Selection of Optimization Variables

Generally, optimization variables are divided into two sets; decision (independent) variables and state (dependent) variables. In designing an AWT plant, the decision variables include the design criteria of all the treatment units plant, while, the effluent quality and treatment cost are the state variables. The GA optimization determines the optimal values for all decision variables which are represented by the chromosomes. For the optimum design of AWT train
using GA, the optimization variables depend on type of AWT plants. The design variables for chemical clarification unit are:

\[ t_{ra}, G_{ra}, N_{o ra}, t_{f}, G_{f}, N_{of}, t_{s}, SOR, N_{os} \]

\( t_{ra}, G_{ra}, \) and \( N_{o ra} = \) detention time, velocity gradient, and number of rapid mix tanks, respectively.

\( t_{f}, G_{f}, \) and \( N_{of} = \) detention time, velocity gradient, and number of flocculation tanks, respectively.

\( t_{s}, SOR, \) and \( N_{os} = \) detention time, surface overflow rate, and number of sedimentation tanks, respectively.

**Specification of Objective Function**

The objective function of AWT plant in the current population is taken as the sum of the annual costs, which is to be minimized. A general form of the applied objective function is:

\[
\text{Minimize } f(x) = \sum_{i=1}^{N} C_i
\]

where:

- \( f(x) = \) objective function in terms of the total costs.
- \( C_i = \) annual cost of individual unit that includes capital and operation and maintenance costs.
- \( N = \) number of treatment units in each AWT unit.
- \( x = \) decision variables

**Formulation of Cost Function**

The annual cost of water treatment includes the annualized capital cost, annual operation and maintenance cost, and land requirement cost. "Capital costs" refers to the investment required to construct and begin the operation of the plant, principally materials, labor, and interest. Operation and maintenance costs include the costs associated with the labor, material, and energy required to operate and maintain the treatment plant [7]. The annual cost function for treatment unit-i can be written as:
\[ C = \text{ACC} + \text{LC} + \text{OMC} \] …(2)

where:

\( \text{ACC} \) = annualized capital cost of treatment unit, $
\text{LC} = \text{land cost of treatment unit, }$
\( \text{OMC} = \text{annual operation and maintenance cost of treatment unit, }$.

The annualized capital cost can be determined by spreading out the capital cost over a given number of years at a specific interest rate, and is defined as [8];

\[ \text{ACC} = \text{CC} \times \text{CRF} \] …(3)

\[ \text{CRF} = \frac{m(1+m)^n}{(1+m)^n-1} \] …(4)

where \( \text{CC} \) is the capital cost of treatment unit, \( \text{CRF} \) is capital recovery factor, \( m \) is the interest rate per year, and \( n \) is the number of years over which the cost will be spread. In this study, all the capital costs shall be spread over a period of 20 years at a 8 percent annual rate of interest.

**Chemical Clarification Unit**

Chemical clarification process which is composed of three treatment units; rapid mix, flocculation, and sedimentation. For this treatment plant, Eq. (1) is rewritten as;

\[ \text{Minimize } f(x_j) = \sum_{i=1}^{3} C \] …(5)

where: \( j = 9, x_j \in \{t_{ra}, G_{ra}, No_{ra}, t_f, G_f, No_f, t_s, SOR, No_s\} \), and \( i = 1, 2, \) and \( 3 \) for rapid mix, flocculation, and sedimentation units, respectively.

For this treatment unit, the annual cost function (Eq. 2) is rewritten as;

\[ C_i = \text{ACC}_i + \text{LC}_i + \text{OMC}_i \] …(6)

**Specification of Design Variables Constraints**

The objective functions given above were subjected to a set of design and behavioral constraints. These constraints define the physical boundaries of the decision variables and are written in the form of equality or inequality functions, and as shown below:
The constraints of the chemical clarification unit refers as g can be stated as follows:

a) The power of mixing in rapid mix unit vary over the range (2-5) kW/m$^3$ per min. [9];

\[ g_1: \; 2 \leq G_{ra} \times \mu / t_{ra} \leq 5 \] …(7)

b) The product of velocity gradient and detention time of flocculation unit varies over the range (10$^4$-10$^5$). [10];

\[ g_2: \; 10^4 \leq G_f \times t_f \leq 10^5 \] …(8)

c) The diameter of settling tank is not exceeding 60m [7];

\[ g_3: \; \left( \frac{4Q}{\pi SOR NO_s} \right)^{0.5} \leq 60 \] …(9)

d) The weir loading rate in settling tank is not greater than 250m$^3$/day/m [9];

\[ g_4: \; \frac{Q}{\pi \left( \frac{4Q}{\pi SOR NO_s} \right)^{0.5}} \leq 250 \] …(10)

e) The depth of the settling tank varies over the range (3-4) m [7];

\[ g_5: \; 3 \leq SOR \times t \leq 4 \] …(11)

f) The concentration of effluent suspended solids is not greater than SS$_{max}$,

where SS$_{max}$ varies over the range (5-10) mg/l [1];

SS$_{ef}$ = 5,6,7,8,9,10 in the first run, second run, third run and so on.

\[ g_6: \; SS_{ef} \leq SS_{max} \] …(12)

**Normalization of the Constraints**

The constraints have to be normalized so that each one of them varies between: 1 and 0 only. This is essential to get a good convergence rate during optimization process [11]. This can be made by transformation of the constraints to the following form:

\[ \tilde{g}_j(x) = y_j(x) - 1 \] …(13)
where; $\tilde{g}_j$ is normalized value of constraint $g_j$, $y_j(x)$ is a function of design variables, and $j$ is the number of the constraints. The normalized values of the adopted constraints are given in Table (1).

**Bounds of the Design Criteria**

The bounds (or boundary limits) of any problem are the minimum and maximum values of all decision variables, which are in this study, the design criteria of AWT unit. The boundary limits of the problem under consideration were chosen to be the most frequent applied criteria. These limits are presented in Table (2).

<table>
<thead>
<tr>
<th>$j$</th>
<th>Normalized value ($\tilde{g}_j$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$-1 + 2 \times t_{ra}/G_{ra}^2 \times \mu \leq 0$; for $p \geq 2\text{kW/m}^3\text{per min}$</td>
</tr>
<tr>
<td></td>
<td>$1 - 5 \times t_{ra}/G_{ra}^2 \times \mu \leq 0$; for $p \leq 5\text{kW/m}^3\text{per min}$</td>
</tr>
<tr>
<td>2</td>
<td>$-1 + 10^4/(G_f \times t_f) \leq 0$; for $(G_f \times t_f) \geq 10^4$</td>
</tr>
<tr>
<td></td>
<td>$1 - 10^5/(G_f \times t_f) \leq 0$; for $(G_f \times t_f) \leq 10^5$</td>
</tr>
<tr>
<td>3</td>
<td>$1 - \frac{60 \times \sqrt{\pi \times SOR \times NO_s}}{\sqrt{4 \times Q}} \leq 0$</td>
</tr>
<tr>
<td>4</td>
<td>$1 - \frac{250 \times \pi \times \sqrt{4 \times Q}}{Q \sqrt{\pi \times NO_s \times SOR}} \leq 0$</td>
</tr>
<tr>
<td>5</td>
<td>$-1 + \frac{3}{(t_s \times SOR)} \leq 0$; for water depth $\geq 3\text{m}$</td>
</tr>
<tr>
<td></td>
<td>$1 - 4/(SOR \times t_s) \leq 0$; for water depth $\leq 5\text{m}$</td>
</tr>
<tr>
<td>6</td>
<td>$1 - \frac{SS_{\text{max}}}{SS_{\text{in}} - SS_{\text{in}} \times \left(\frac{\psi_0 \times \psi_{0.75}}{100}\right)} \leq 0$; for alum dose $= 10\text{mg/l}$</td>
</tr>
</tbody>
</table>
Table (2) The boundary limits of design criteria

<table>
<thead>
<tr>
<th>Design criteria</th>
<th>Minimum value</th>
<th>Maximum value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{ra}$</td>
<td>15</td>
<td>60</td>
</tr>
<tr>
<td>$G_{ra}$</td>
<td>500</td>
<td>1500</td>
</tr>
<tr>
<td>$N_{or_{ra}}$</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>$t_f$</td>
<td>600</td>
<td>1800</td>
</tr>
<tr>
<td>$G_f$</td>
<td>20</td>
<td>200</td>
</tr>
<tr>
<td>$N_{or_{f}}$</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>$t_s$</td>
<td>3600</td>
<td>14400</td>
</tr>
<tr>
<td>SOR</td>
<td>21</td>
<td>75</td>
</tr>
<tr>
<td>$N_{or_{s}}$</td>
<td>2</td>
<td>10</td>
</tr>
</tbody>
</table>

**Computation of Penalty Functions**

In optimization techniques, external penalty functions are used to convert a constrained problem into an unconstrained problem. This is to be done in order to penalize infeasible solution to feasible solution. The optimum design of AWT plant is considered, the goal of optimization problem is to find the values...
of the design variables \((t_{ra}, G_{ra}, N_{0ra}, t_f, G_f, N_{0f}, SOR, t_s, N_{0s})\) which minimize the cost function \((C_1)\) under the six constraints \((g_1 \text{ to } g_6)\) stated above.

To solve this constrained optimization problem by genetic algorithm, the penalty function is used to take the constraints into consideration and convert the above constrained problem to an unconstrained one by penalizing infeasible solutions. The new objective function becomes:

\[
C(x, R_{pj}, r) = f(x) + \sum_{j=1}^{m} R_{pj} (\tilde{g}_j(x))^2 + \sum_{k=1}^{n} r_k [h_k(x)]^2
\]  

where the parameters \(R_{pj}\) and \(r_k\) are the penalty parameters for inequality \((g_j)\) and equality \((h_k)\) constraints, respectively. In the current application, there are no equality constraints, while there are six inequality constraints (i.e., \(m=6\)). In terms of design variables of the present application, Eq.(14) can be written as:

\[
C\left(t_{ra}, G_{ra}, N_{0ra}, t_f, G_f, N_{0f}, SOR, t_s, N_{0s}, R_p \right) = 
\]

\[
f\left(t_{ra}, G_{ra}, N_{0ra}, t_f, G_f, N_{0f}, SOR, t_s, N_{0s} \right) + 
\sum_{j=1}^{6} R_{pj} (\tilde{g}_j(t_{ra}, G_{ra}, N_{0ra}, t_f, G_f, N_{0f}, SOR, t_s, N_{0s}))^2
\]  

For Alum dose = 10mg/l, as an example, Eq.(15) can be written as:

\[
C\left(t_{ra}, G_{ra}, N_{0ra}, t_f, G_f, N_{0f}, SOR, t_s, N_{0s}, R_p \right) = C_1 + R_p \times \left(-1 + 
\right.
\]

\[
\left(2 \times \frac{t_{ra}}{G_{ra}^2 \times \mu_j}\right)^2 + \left(1 - \left(5 \times \frac{t_{ra}}{G_{ra}^2 \times \mu_j}\right)^2 + \left(-1 + \frac{10^4}{(G_f \times t_f)}\right)^2\right)
\]

\[
+ \left(1 - \frac{10^5}{(G_f \times t_f)}\right)^2 + \left(1 - \frac{60 \times \sqrt{\pi SOR N_{0s}}}{\sqrt{4 \times Q}}\right)^2 + \left(1 - \frac{250 \times \pi \times \sqrt{4 Q}}{Q \sqrt{\pi N_{0s} SOR}}\right)^2 + 
\]

\[
\left(-1 + \frac{3}{(SOR \times t_s)}\right)^2 + \left(1 - \frac{5}{SOR \times t_s}\right)^2 + \left(1 - \frac{SS_{in} - SS_{ef}}{SS_{in}/100 \times 100(t_s/t_f)^{0.075}}\right)^2
\]  

\[
\]  

\[
\]
In the above form of cost function, the brackets operate if the constraint is violated \((g_j > 0)\), and they become equal to zero otherwise. Reproduction operation is performed with the penalized objective, instead of the original objective function. In this way, the reproduction operator discourages the propagation of the infeasible solutions to future generations.

The parameter \(R_p\) can be calculated according to the following expression [12];

\[
R_p = 0.1 \text{ to } 1.0 \times \frac{C(x,R_p,r)}{-\sum_{j=1}^{r} g_j} \quad \ldots (17)
\]

However, it was found that as the values of \(R_p\) become large, the optimum solution is reached rapidly. In the present study the value of \(R_p\) was taken to be 1.0.

**Results and Discussion**

According to GA terminology, the search is for a chromosome consists of the nine elements (genes) that minimizes the objective function along with satisfying all the design criteria and effluent quality. During the application of GA in designing AWT unit, the effect of varying the concentrations of influent and effluent suspended solids (\(SS_{in}\) and \(SS_{ef}\)) on optimum design criteria was studied. This was done by taking the minimum, average, and maximum values of \(SS_{in}\) from the effluent of Hamdan Sewage Treatment Plant located south of Basra (HSTP). This treatment plant serves Basrah city. The sewage is secondary treated in HSTP using conventional activated sludge system. which are 35, 100, and 134 mg/l, respectively, and by considering \(SS_{ef}\) of 5, 6, 7, 8, 9, and 10 mg/l. The adopted values of \(SS_{ef}\) were selected to be within the accepted range of SS in water to be reused for agricultural, domestic, industrial, and groundwater recharge. Also, the effect of varying the alum dose, which affects the relation between \(t_s\) and \(t_f\), on the optimum values of design criteria was studied.

The obtained results of GA application for the optimum design of AWT were plotted in term of each design criterion verses \(SS_{ef}\) for different \(SS_{in}\) at
specific value of alum dose and maximum influent flowrate. Table (3) shows the figure numbers with the applied conditions and the obtained optimum values of design criteria.

**Table (3) Optimum design criteria of AWT unit for dose 10mg/l.**

<table>
<thead>
<tr>
<th>Alum dose (mg/l)</th>
<th>Design Criteria</th>
<th>Optimum values range ( t^{*} )</th>
<th>Reference figures</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>( t_{ra} )</td>
<td>15-15.25</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( G_{ra} )</td>
<td>500-500.0033</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>( t_{f} )</td>
<td>600-600.015</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>( G_{f} )</td>
<td>20.20.33</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>( t_{s} )</td>
<td>1-1.0027</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>SOR</td>
<td>75-76</td>
<td>7</td>
</tr>
</tbody>
</table>

- \( t_{ra} \) and \( t_{f} \) in sec, \( G_{ra} \) and \( G_{f} \) in sec\(^{-1}\), \( t_{s} \) in hr., and SOR in m/day.
- The small difference in the values because of the accuracy of GA.
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**Fig.(2) Effect of SS\(_{in}\) and SS\(_{ef}\) on \( t_{ra} \) for max influent flowrate and alum dose =10mg/l**

![Diagram](image2)
Fig.(3) Effect of $SS_{in}$ and $SS_{ef}$ on $G_{ra}$ for max influent flowrate and alum dose = 10mg/l

Fig.(4) Effect of $SS_{in}$ and $SS_{ef}$ on $t_f$ for max influent flow rate and alum dose = 10mg/l

Fig.(5) Effect of $SS_{in}$ and $SS_{ef}$ on $G_f$ for max influent flowrate and alum dose = 10mg/l

Fig.(6) Effect of $SS_{in}$ and $SS_{ef}$ on $t_s$ for max influent flowrate
and alum dose = 10mg/l

![Graph showing SOR vs SSef for different SSin values.]

Fig. (7) Effect of SS\textsubscript{in} and SS\textsubscript{ef} on SOR for max influent flowrate
and alum dose = 10mg/l

From Table (3), the followings can be noticed:

1- The detention time and velocity gradient of rapid mix unit (t\textsubscript{ra} and G\textsubscript{ra}) are not influenced by the variations of SS\textsubscript{in}, SS\textsubscript{ef}. The obtained optimum values are the minimum and equal to 15sec and 500 sec\textsuperscript{-1}, respectively.

2- The optimum value of t\textsubscript{f} is not influenced by the variations of SS\textsubscript{in}, SS\textsubscript{ef}, and alum dose and the optimum value is 600 sec.

3- The optimum number of tanks for rapid mix, flocculation, and settling tanks was found to be constant and not changed with the variations of SS\textsubscript{in}, SS\textsubscript{ef}.

**Cost of AWT unit**

For the optimum design of AWT unit, the cost of the unit was plotted verses SS\textsubscript{ef} for the three considered values of SS\textsubscript{in} for alum dose of 10 mg/l as shown in Fig. (8).
From fig.(8), it can be shown that:

1- The maximum cost is obtained for minimum SS$_{ef}$ which is 5 mg/l and for this value.
2- For specific SS$_{ef}$ value, there is no clear relation between treatment cost and SS$_{in}$.
3- For specific SS$_{in}$ value, there is no clear relation between treatment cost and SS$_{ef}$.

**Conclusions**

From the development and application of advanced wastewater treatment plant, the following conclusions can be drawn within the scope of the present study:

1- Genetic Algorithm was found to be very powerful technique for operating and defining optimum values of the parameters used in design of the advanced wastewater treatment system.
2- A penalty function can be used to find the global optimum design of constrained problems such as of advanced wastewater treatment design and in conjugation with the genetic algorithm developed in this study.
3- The optimum value of design variables in rapid mix unit $t_{ra}$, and $G_{ra}$ are found to be within minimum value and equal to 15sec, and 500sec$^{-1}$ respectively, and is not influenced by the variations of $SS_{in}$, $SS_{ef}$.

4- The optimum value of design variable detention time in the flocculation unit ($t_{t}$) is not influenced by the variations of $SS_{in}$, $SS_{ef}$, and it is found to be within minimum value of the range of 10min.

5- The chemical clarification cost is found to be increased with maximum value of $SS_{in}$ and minimum $SS_{ef}$.
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