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Abstract

Support vector machines (SVMs) are a non-probabilistic binary linear classifier
in machine learning techniques and are supervised learning agorithms that
classify, predict, recognise and analyse patterns. This technique was developed in
early 1990s.Training algorithms of support vector machines help build amode that
assigns new examplesinto one class or the other when a set of training examplesis
recycled in the training process. This feature in SVM has attracted many of
researchers to develop SVM methods and their applications. In this paper work
support vector machines are used to tackle electrical faults in single phase circuits.
Support vectors machines are evaluated against Simple Linear Regression
techniques. Support vector machines outperformed Simple Linear Regression
techniques.

Keywords: Support Vector Machines, A simple Linear Regression technique,
Electrical Fault Perdition.
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Support Vector Machines

upport vector machine models are first coined by Boser, Guyon and Vapnik

in 1992 [1]. They are learning agorithm which is used to solve a prediction

task through constructing a modd [2]. This type of agorithm has the power
to anticipate unseen datain time series problems. SVM technigues can be applied
to problems such as classification, recognition and regression analysis. Support
vector machines received a lot of attention from many researchers and
computational scientists once they revealed a better accuracy than standard neurad
networks when pixel maps used as inputsin handwriting recognition application [3,
4]. The key concept of this technique is to transform input variables into high
dimensional feature space. Another feature of support vector machines is the
regression surface which can be specified by a subset of points, these pointes are
called support vectors which are considered to be vital and all other points which
are not part of detecting the surface of regression are not important. Vapnik
recognizes an e-insensitive zone in the error loss function [1, 2]. Points that placed
within the zone are believed to be correct, whereas other points that are outside the
zone are deemed to be incorrect and provided to the error loss function. It is worth
to mention that these incorrect points become a support vector in classification
tasks, whereas these incorrect points which lie within e-insensitive are not
imperative in regression tasks as shown in Figurel.

e

Figure (1) showsinsentiveerror in regression tasks.
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Mathematicsfor SYM Regression

A generalized version of SVMs method can be used for regression tasks. SVM
attempts to craft a linear purpose such that the training data points lie inside a
distance e insengitive as can be seen in Figure 1.

Let our pilot databe (X ,y,)where i=1..L

XLAy | A’szereA , isatwo dimension space. Theam isto predict areal
value for the output Y® and this can be represented in equation (1).

Y, =WX, + Do (1)

|

W istheweight vector and the b isascalar value.

In regression tasks, Support Vector Machine is effectively able to use a better
penalty function, in other words, when the predicted value Y, is less than a distance
(€ ), away from the target, d regression will not assign a pendty, and this
means|d; - Y,|< e [5].

The regions guaranteed by y; +efandy, +e", are called an insensitive tube;
p and n stand for positive and negative respectively. The other amendmentto the
penalty function is those output variables which are outside the tube are given one
of two slack variable penalties X P, which located above the tube and X ", which
located below the tube, where X P> 0; Xx"> 0 Xx™ i.These can be redized in
equations (2) and (3) [5, 6].

d, £y, +e+x" ... -(2)
And
d, 3 vy, -e-x". ..( 3)
In regression type of Support Vector, the function of error can be conveyed asin
equation (4):
1 ; n
SIW P +CQ (7 +x7 ) (4)
i=1
In order to minimize the above expression, it has to be subject to the

constraints wherex P> 0; x"< 0 Xx™ i and both equations (2) and (3).
Using the Lagrange multipliers so that to minimize above

af3oa"omi3o 30"
The Lagrange can be represented as follows:
—_ 1 2 OL p n OL ) n
L_E”W” +Ca P TX i.)' a (M’ +nmx") -
=1 ' i=1

L L
aafe+x” +y-d)-ga"e+x"-y
i=1 ! i=1
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By using derivatives e.g. the derivatives are set to 0 and the substitution for
yi is done. The differentiation must be taken place with respect to
x® and x" andtow, b:-

ks _
w

L, & n
W:0 then C=Q @’-a")=0....(7)

i=1

and

qL

fos =0 then C=(77 +a)...0
And

qL

—2=0 then C=(m"+al")....(9)
Both equations (6) and (7) are substituted, maximizing Lp with respect to a * and
a ", in other words this can be explained as follows:-
aP3ooa"t0"i

Where
OL OL l
Lp = e.l (aip B ain)di - eel (aip B ain)' E
L
é_ @f-a"@Pf-a")xx. .. (10)

i=1
By means of mf 30 and n" 30 " i and through both equations (8) and (9),
in other words, a”£C; a"£C" i
Then, this can be figured out:-

és n 3 ny LU
el @’-a’d-eq @’ -a"- g
i=1

max€'™ a4 .1
aPal 8§ P n P n u
aa @f-an)@’-a’")xx 1]
€i=1 u
In away that:-
L
A@’°-a")=0 "iand0fa’£C,0£a"£ C,If equation (6)is
i=1

switched into equation (1),and yteﬂ as anew prediction value is going to be used,
as shown in equation (12) [5, 8].
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L
ye =3 (@ -a")xx™ +b..(12)
i=1
And now aset Sof Support Vectors xscan be created viathe indicesi where
x”=0 or X =0and O<a<C
b can be attained as in equation (13)
L
b=d.,-e-q (@ -a/")x,X, ..(13)
i=1
To take the average of equation (13) over all theindicesi in S, asshownin
equation (14):-

- £, o . 0
b__a éds -€-a (ai - a )mes[:]"'"(l4)
Ns dse i=1 u
Support Vector Machinesfor nonlinearity
In this section, SVM is used to separate data linearly. This can be carried out by
just forming a matrix H from the dot product of the input variables in the
application [5, 9], and this can be expressed as:-

— —y _ ol

HIJ nyJK(xli) X Xj xi X (15)
Theterm function X (***1) inthe above, is called aKernel Function, the

K (xiX;) =x7* x\js caled a linear kernel function. Equation (15) is a set of
kernel functions which is collected of alternatives and these alternatives stay al
established on scheming the two vectors inner products [5, 10]. Obviously the trick
of kernel function is beneficia and this is due to the fact that there are a lot of
classification and regression problems that are not linearly separable or repressible
in the space, this perhaps can be in high dimensiona feature space when an
appropriate mapping is given as in the following expression:-

xaf (x)

It is noticeable that occasionally a linear classifier is not a difficult task. SVM
solution is aiming at mapping data into a richer feature space including nonlinear
features, then building a hyper plane in that space [5] (see Figure 2), so all other
eguations are the same, the datacan bem with:-

x & f (X) and then learn the map from ' X toyor f(x):

f(x)=w  f(x)+ b 16)
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Figure (2) Mapping datainto aricher feature space including nonlinear

features.

In the regression task, it can be seen how large the insensitive loss region pans
out via choosing appropriate values for the parameters C and €and aso it is
required to see how meaningfully mi sclassifj,catié)ns would be dedt with:-

The key am here is to find the below 2i " 2i'in equation (11), this is
maximized, subject to the constraints:-

L

a@’-an=o0 "i

i=1 p n

and 0£& £ C , 0£&i £ C. This is done using quadratic problem. Then the
following can be computed:-

L

w=g (@ -a"f (x). Determine the set of Support Vectors S by finding the
i=1

indices such that

ai<0

£cand X =0 I, using equation (14).
Each new point X' is determined by evauating y** =w” x™ +b

Simplelinear Regression

Regression is considered to be one of the most common statistical techniques
that are usually used to build up models to find the relationship of output variable
and other factors that are affecting the output variable [11]. The main disadvantage
of these techniques is that the relationship between output variable and factors that
are affecting the output is not stationary, but depends on temporal—spatia
variations which cannot be addressed by these techniques[12].

Again let us have the same our pilot data as before(X,, y;)where i=1..L,
the interested outputs are the values of estimated regression dope and estimated
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regression intercept. These will allow us to write the fitted regression line [13].

Recall that the equation of alineis:

y = a + bX ... (17 )

Where a, isthe intercept with y axis and b, isthe slope.
Themean of x and y is expressed in the following equations:-

a X,
X = =1 ... .(18
C ( )
OL
a Y
y = == ... (19
y C ( )
The square regression for x can be expressed by Sxxas in equation (20):-
&t 62
OL giaﬂXi ;I
XX =g X . (20)
i=1 L
The square regression for y can be expressed by Syy asin equation (21):-
@ o7
avy~
& ) €=l @
Jy=a Y - s (22)
i=1
Where the variance is expressed as.
. Fxl Hyo
o ei=z1 @ €ei=1 @
Xy=a )qyi-—L ........... (22)
i=1
The dope b can be expressed as in equation (23):-
b = X . (23)
X
Theintercept a can be expressed as in equation (24):-
a = y - bx.... (24 )

SVMsand SLR Forecasting Models

SVM s introduced as a forecasting technique to tackle the problem of the
prediction of electrical faults on a data set. The size of history data was relatively
small, 278 samples, 58 samples are chosen for training and 20 samples are chosen
for testing. Since it was aregression task, thus, the inputs and outputs are vectors of
attributes of real vaues. The number of inputs was 11 variables and one output
variable. The inputs namely are; the voltage, mega voltage ampere/short circuit
capacity, sub transit current, transit peak current, and three different types of

ampere current. The output was the length of the cableline.
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Experimental Results

The epsilon parameter, which is called loss function regression for al kernelsin
general, was set to a default value 0.1. SVMs were trained with the training set and
tested with the testing set. A validation set is chosen from the dataset in such away
that the number of input patterns of the validation set is equal to the number of the
input patterns of the testing set. A linear search is performed to obtain the val ues of
sigma (s) in such a way that these (s) values correspond to the minimum error on
the validation set. These (s) values are used on the training set to retrain the SVMs
and then used on the testing set. Figure 3 and 4 show the results of SVM on
training set and testing set respectively.

SVM-Training

) 4
Distance
——actual

——predicted

1 5 91317212529333741454953576165

#instances

Figure (3) showstheresults of SVM on training data.

SVM-Testing
62 -
60 -
_ 58 -
Distance
56 - ——actual
54 1 ——predicted
52 T T T T T T T T 1
1 2 3 4 5 6 7 8 9
# instances

Figure (4) showstheresultsof SYM on testing data.
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The choice of the kernel is the biggest drawback of the support vector approach
[14, 15, 16]. The size and the speed are considered to be the drawbacks both in
training and testing stages, the data must be discrete is aso a problem. The
selections of parameters such as sigmain Guassian function and epsilon insensitive
loss function are not easy [2]. Feasibly the most thoughtful problem with SYMsis
the high algorithmic complexity [17, 18]. Figure 5 and 6 show results of SLR on
both training and testing sets.

SLR-Training

70
60
50
40

—o—actual
Distance 30

20
10

—-predicted

-10

Figure (5) showstheresultsof SLR on training data.

SLR-Testing
61
60
59

58

Distance 57 —o—actual

56 ~@-predicted
55

54

53

1 2 3 4 5 6 7 8 9

Figure (6) showstheresultsof SLR on testing data.
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Figure 7, shows different error performance measurements, error performance
measurements for both techniques SVM and SLR on training data show that SVM
machine outperformed SLR; this meansthat SVM is preferred over SLR. However,
in the correation coefficient performance measurement, both SYM and SLR
scored almost exactly the same rate, this means that both predicated value and the
desired value are closdly related in both techniques.

Training Performance

L . . =OVM mSIR

correlation Mean Rootmean Relative Root
coefficient absolute squared absolute relative
error error error squared

error

OoOFrRLrNWhOIO

Figure (7) showsthe performanceresultson SVM and SLR on training
samples.

Figure 8, shows different error performance measurements, error performance
measurements for both techniques SVM and SLR on testing data show that SVM
machine outperformed SLR; this means that SVM is preferred over SLR. Itisadso
worth mentioning that the correlation coefficient performance measurement in
SVM is seen higher than SLR, this means that, SVM responded better than SLR.
This would prove the predicated value and desired value on testing data are very
closein SVM than inthe case of SLR.

Testing Performance

1.2

1

82 m SVM

0.4 m SLR

02 ol ml
& S S & o
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Figure (8) showsthe performance results of both SYM and SLR on testing
samples.
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Conclusions

This paper presented Support Vector Machinesfor aregression purpose. SVM is
introduced and guided mathematically and explained in detail for predicting
electrical faults. The paper aso introduced Simple Linear Regression in detail.
SVMs are also compared to Simple linear regressions. The obtained results from
SVM vadlidate this technique and compare favorably with the result of simple
regression methods.
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