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Abstract 

    Brain tissues segmentation is usually concerned with the delineation of three 

types of brain matters Grey Matter (GM), White Matter (WM) and Cerebrospinal 

Fluid (CSF). Because most brain structures are anatomically defined by boundaries 
of these tissue classes, accurate segmentation of brain tissues into one of these 

categories is an important step in quantitative morphological study of the brain. As 

well as the abnormalities regions like tumors are needed to be delineated.  The extra-

cortical voxels in MR brain images are often removed in order to facilitate accurate 

analysis of cortical structures. Brain extraction is necessary to avoid the 

misclassifications of surrounding tissues, skull and scalp as WM, GM or tumor 

when implementing segmentation algorithms. In this work, two techniques have 

been implemented to extract the brain tissues as elementary step. The next step was 

utilizing the resultant skull stripped images as input of four segmentation algorithms 

to extract the tumor region and calculate the area value of it. The resultant skull 

stripped images for complete set of T2-weighted images  and the adaptive K-Means 
clustering techniques proved the robust performance of these proposed algorithms.   
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ƕǄƜǄƜǁä ƕƳĀïǆǄ ǏƨǐôƑǆƸǄǁä þǐǆîǁä îĀƬ Ǐƺ ÷ƑǄìǁä ýäîĀà þƳ ùƪǀǁä  ÞƑǄǆäĀ æìƾǆƴǁä úîô ýäìƢƗƨƉƓ

 úôƑǆǄǁä
 

ƞǁƑƬ ǏǂƳ ĂìǊǄ1 Û ìĀƓƳ ýõƑǀ Ăáǁ2 Û þĀìƓƳ þĀìƴƨ åƑƓî*1 
1íƶƕ ÿƵ ïƓƶƬƙƪǙå çíơā ÜþāǄƶǃå ƗǒǄǂ Ü íåíƺƕ ƗƶǆƓƞ Ü2 èƓƕƪƓơǃå þƪƿ   ÜþāǄƶǃå ƗǒǄǂ Ü íåíƺƕ ƗƶǆƓƞ Üíåíƺƕ Ü ûåïƶǃå

 
 ƕƬǘƢǁä
    å Ǒǋā ƗǒƹƓǆíǃå çíƓǆǃå ÿǆ ÷åāǈå Ɨƛǚƛ íǒíơƙ ǏǄƵ ăāõǈƙ ƗǒƹƓǆíǃå ƗƞƪǈǙå þǒƪǀƙ ƗǒǄǆƵ ÿå ƗǒíƓǆïǃå çíƓǆǃ

 ǑǂāƬǃå ýƑƓƪǃåā ßƓưǒƕǃå çíƓǆǃåā .ƠǒïƬƙ úïƶƙ øƓǆíǃå æǒǂåïƙ þöƶǆ ÿāǂǃāă ƗƞƪǈǙå ǉîǋ íāíơ ýǚƤ ÿǆ å
ýå ÿƓƼ åîǃè ƗǒƼåïƹāƕāõǃå Ɨƪåïíǃå ǑƼ Ǌǆǌǆ çāõƤ ïƕƙƶƙ úƓǈƮǙå ǉîǋ ÿǆ çíơåā Ǐǃå øƓǆíǃå ƗƞƪǈǙ ûǒƿíǃå þǒƪƿ

 øƓǆíǃå ƗƞƪǈǙ ƗǒƵāǈǃå .Ƹǃå ûõƓǈǆǃå ÿåā Ɠǆǂ þåïāǙå ýƛǆ Ɨǒƶǒƕõ ïǒè  Ǐǃå Ɠưǒå êƓƙơƙíǒíơ . èǚƪǂāƽǃå ÿå
 ûǒƿíǃå  ýǒǄơƙǃå ƗǒǄǆƵ ýǒǌƪƙǃ çíƓƵ ýåðƙ øƓǆíǄǃ ǑƪǒõƓǈƺǆǃå ÿǒǈïǃå ïāƮ ǑƼ ƣǆǃå êïƓƤ ûõƓǈǆǃ çíƑƓƶǃå

ƗǒƑƓơǄǃå æǒǂåïƙǄǃ .ßāƪ æǈƞƙǃ Ɨǒïāïư ƗǒǄǆƵ Ǒǋ ǑƹƓǆíǃå Ɲǒƪǈǃå óǚƤƙƪå ƗǒǄǆƵ ÿå  Ɨƞƪǈǚǃ úǒǈƮƙǃå
þ Ɨõǒơǆǃåþǒƪǀƙǃå èƓǒǆðïåāƤ ûǒƕõƙ íǈƵ þïā āá  ƗǒíƓǆï çíƓǆ āå ßƓưǒƕ çíƓǆ Ɠǌǈå ǏǄƵ çāïƽǃåā Ɨǆƞǆƞǃå ýƛ .

ƗǒƑåíƙƕå çāõƤǂ ǑƹƓǆíǃå Ɲǒƪǈǃå óǚƤƙƪå ôïƺǃ ÿǒƙǒǈǀƙ ûǒƕõƙ þƙ ýǆƶǃå åîǋ ǑƼ . þåíƤƙƪå ƗǒǃƓƙǃå çāõƤǃåā
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ü Ɨǆƞǆƞǃå ƗƵāðǈǆǃå ƗƞƙƓǈǃå çïāƮǃåèǚƤíǆ þǒƪǀƙǃå èƓǒǆðïåāƤ ÿǆ ƗƶƕïǙ  þƛ ÿǆā þïāǃå Ɨǀõǈǆ óǚƤƙƪǙ
 æƓƪơ  ƗơƓƪǆǃå Ɨǆǒƿ Ǌǃ .   ïāƮ ÿǆ ƗǄǆƓǂ ƗƵāǆƞǆǃ ƗƞƙƓǈǃå Ɨǆƞǆƞǃå ƗƵāðǈǆǃå ïāƮǃå ÿåT2    Ɨơƞïǆǃå

ùùùǃå ýƑƓƪā çíǀǈƵ Ɨǒǈǀƙāk  Ɨơïƙǀǆǃå èƓǒǈǀƙǃå ǉîǌǃ þǂơǆǃå ßåíǙå  èƙƕƛå íƿ  çïāõǆǃå. 
 

 

Introduction  

    Segmentation subdivides an image into its constituent regions or objects [1]. Image segmentation is 

one of the most difficult tasks in image processing; its accuracy determines the eventual success or 

failure of computerized analysis procedures. Consequently, considerable care have been taken to 
improve the probability of accurate segmentation [2]. Segmentation techniques can be classified into; 

classical techniques such as thresholding, boundary based technique, region based technique, or 

statistical based technique. Depending on the level of interactivity, segmentation can be classified as 
manual, semi-automatic or automatic [3, 4]. Despite numerous efforts and promising results achieved 

in the medical imaging field, accurate segmentation and isolation of abnormalities is still a challenging 

and difficult mission because the overlapping existed between brain's tissues, and the variety in the 
shapes, locations and image intensities of abnormalities [5]. In this work, skull stripping process has 

been implemented to extract the brain tissues without any extra-cortical parts. Two techniques have 

been adopted to accomplish this task: successive morphological operations and deformable model 

(active contour). The resultant skull stripped image has been smoothed using bilateral filter to reduce 
the staircase effects among image points. Many segmentation techniques have been utilized, some of 

them were adapted methods; e.g. K-Means based on K-Means, Fuzzy C-Means, K-Means based on 

Fuzzy C-Means and Region Growing. 
 

Skull Stripping 

    The skull-stripping aims to extract the brain from the skull, eliminating all non-brain tissues (e.g. 
bones, scalp, fat, veins, eyes, skin, and meningitis). This procedure requires a semi-global and local 

understanding of the skull and brain image, imaging artifacts, anatomical variability, and varying 

contrast properties [6]. The extra-cortical voxels (volume element) in MR brain images are often 

removed in order to facilitate accurate analysis of cortical structures i.e. to avoid the misclassifications 
of surrounding tissues, skin and scalp as WM or GM [7]. Generally, skull stripping methods are 

classified into three types: intensity based, morphology based and deformable model based. The 

extraction of the brain region from the non-brain region can be performed by methods like region 
growing, watershed and mathematical morphological methods [6].In this work, two different 

techniques have been suggested and implemented to achieve this task; i.e. successive morphological 

operations and active contour algorithm. 

 

Morphological Operations 
    Morphological operators have been used for their vigorous performance in preserving the shape of a 

signal, while suppressing the noise [8]. Image morphology provides a way to incorporate 
neighborhood and distance information into algorithms. There are two basic morphological operators: 

Erosion and Dilation or Opening and Closing which were derived from the erosion and dilation. 

Number of pixels added or removed from an object in an image depends on the size and shape of the 
structuring element used to process the image [9]. These operations have been applied successfully to 

a broad variety of image processing analysis tasks, for more details see [10-13]. In this study, Disk-

shape template form is utilized since the brains possess approximate oval shape. 

 

Deformable Models 

    The deformable models (also known as active contours or/and snakes) are often used to 

approximate the locations and shapes of object boundaries in images based on the reasonable 
assumption; i.e. the boundaries that are piecewise continuous or smooth in an image which can be 

moved due to the influence of internal and external forces [14]. The active contour models lock onto 

nearby edges, localizing them accurately; they can be used to fit the objectôs shape by minimizing a 
gradient dependent attraction force while at the same time maintaining the smoothness of the contour 

shape, [15]. Thus, unlike edge detection, active contour methods are much more robust, in case of 
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image noise existence, as the requirements for contour smoothness, and contour continuity was 

required. Another advantage of this model is that; prior knowledge about the shape of the object can 

be built into the contour parameterization process. Active contour methods have difficulty in handling 

deeply convoluted boundaries (e.g. CSF, GM and WM boundaries), due to their contour smoothness 
requirement. Hence, they are often inappropriate for the segmentation of brain tissues. Nevertheless, 

they have successfully applied to the segmentation of intracranial boundary [16], brain outer surface 

[17], and neuro-anatomic structures in MR brain images [18].  
    The active contour is represented by a vector, v, which contains all of the n points of the snake. The 

functional energy of this snake is given by [19]: 

 

 

     (1) 

 

    Where: Eint is the internal energy of the contour, it consists continuity energy Econt plus curvature 
energy Ecurv. Eimage represents the proper energy of the image, which is very different from one image 

to another.  are values that can be chosen to control the influence of the three terms [20-

21]. 

 

K -Means Clustering Algorithm 

    Among the hard clustering methods, K-means is an extensively used clustering algorithm to 

partition data into certain number of clusters [22]. It is an iterative technique that is used to partition an 

image into óô clusters, the process involves of grouping data points with similar feature vectors into a 

single cluster and grouping data points with dissimilar feature vectors into different clusters [23].  

 

Fuzzy C-Means Clustering Algorithm 

    Fuzzy C-Means (FCM) algorithm is the most popular method used in image segmentation because 

it has robust characteristics for ambiguity and can retain much more information than hard 
segmentation methods [24]. Conventional and modified FCM algorithm has been widely studied and 

successfully applied in medical image segmentation by many researchers. The conventional FCM 

algorithm is efficiently used for clustering in medical MRI brain images because the uncertainty of 

MRI image is widely presented in data, in particular, the transitional regions between tissues are not 
clearly defined and their memberships are intrinsically vague [25]. In FCM algorithm the data patterns 

may belong to several clusters, having different membership values with different clusters. The 

membership value of a data to a cluster denotes similarity between the given data pattern to the cluster 
see [26].  

 

Region Growing Algorithm 
    Region growing methods usually start by locating some seeds representing distinct regions in the 

image [27-28]. The seeds are then grown until they eventually cover the entire image. The region 

growing process is therefore governed by a rule that describe the growth mechanism and a rule that 

check the homogeneity of the regions at each growth step [29]. This algorithm begins with selecting n 

seed pixels, each seed pixel "i" is treated as a region Ai  , Í{1, 2é n}. The algorithm then try to find 

some neighboring pixels to those regions and merging them with the original regions that having 

similar intensities. The choice of homogeneity criterion is crucial for the success of this algorithm, for 

example the homogeneity criterion proposed in [28, 30] is the difference between the pixel intensity 
value and the mean intensity value of the region: i.e.  

 

                      (2) 
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Where:  is the gray value of the image point x, and  is an unallocated pixel which is adjacent to 

region Ai.  
 

Adaptive K-Means / K-Means based on FCM and K-Means based on K-Means 

    It is well known that the output of K-Means algorithm depends hardly on the initial seeds number as 

well as the final cluster numbers. Therefore to avoid such obstacle, K-Means based on FCM is 
suggested in our previous paper [31]. The idea behind that suggestion was to supply the K-Means with 

well-defined clusters centers based on optimal calculation instead of random ones. In addition, the 

FCM algorithm assign probability for each pixel to be classified  rather than deterministic class 
assignment by K-Means, so one can switch from probability to deterministic by this algorithm. 

Moreover, an adaptive technique is suggested here which based on the centers of K-Means clustering 

that is implemented on abnormal image belongs to the same dataset under study. 

 

Experimental Dataset, Methodologies and Results 

    The experimental dataset that utilized in this work has been obtained from the Whole Brain Atlas 

website of patient with a malignant tumor. The adopted set was T2-weighted MRI modality of 22 
images (named U1T2-U22T2). Figure 1- presents samples of these images. 

 

 
Figure 1- Samples of the experimental images 

 

Skull stripping utilizing Morphological Operations 

    In this part of the work, many morphological operations have been implemented to extract the brain 

tissues of the complete sets (U1T2-U22T2) images presented in the first column of fig.(4); these 
operations are:  

i.Binarizing the images by utilizing a suitable thresholding value depending on the image gray levels 

(the value 50 is adopted for most of them). 

ii .Applying morphological opening process with structuring element of disk-shape of radius equals 
seven pixels. 

iii .Selecting the maximum area (area that exceeds a specific number of pixels) this number depending 

on the slice position, (it is ranged from 350-760 pixels). 
iv.Applying morphological closing process with structuring element of disk-shape of radius equals 

seven pixels. After that filling holes if they presents. 

v.Multiplying the resultant image by the input image to obtain grey level image of the extracted brain 
tissues. 

The main steps of implementing this technique on one image are illustrated in fig.(2),while the results 

of implementing this technique on the complete dataset images  are illustrated in the second column of  

figure 2-. 
 

 
Figure 2- The resultant images of the skull stripping algorithm using morphological operations. First image, 

input image, the second one, output image after applying morphological operations, and the third one, final brain 

tissue after selecting the maximum area. 
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Skull Stripping utilizing Active Contour Algorithm  

   In this part of the work, skull stripping process has been applied by implementing active contour 

algorithm on the complete set (U1T2-U22T2).This process has been implemented with initialization 

element of circle-shape with suitable radius. The radii of the initialization element were ranged from 
(20-70) pixels within the brain region. The size and position of initialization element depending on the 

sliceôs shape and location within the head. This algorithm is applied with maximum number of 

iterations equals 1250 and the value of alpha parameter equals 0.2.  
The steps of implementing this technique on two images are illustrated in figure 3-, while the results of 

implementing this technique on the complete set images are presented in the third column of figure 4-. 

 
 

 

  
Figure 3- Shows the steps of the skull stripping process using active contour for two input images with 

initialization element of circle within the brain tissue region. 

 

 

K-Means Clustering Algorithm based on K-Means Centers 

    To unify the classes of the different tissues of the brain of the all abnormal images K-Means 
algorithm was applying on one abnormal image and then adopting the values of the clustersô centers to 

pass them to the K-Means algorithm that implemented on the all slicesô images later to get clustered 

images with the same clusters labels. This procedure has been done in steps as follows: 

1-To get the cluster that the  tumor belongs to, in the  abnormal images (U3T2-U15T2), the K-Means 
algorithm has been implemented on image U8T2 after skull stripping and bilateral smoothing.  

2- The centers values of the clusters of U8T2 segmented image has been passed to the K-Means 

algorithm that implemented later on the images (U3T2-U15T2) after skull stripping and bilateral 
smoothing too. The results of these steps are shown in the figures 5- and 6- for three images as 

samples. 

 



Ali et.al.                            Iraqi Journal of Science, 2014, Vol 55, No.3A, pp:1108-1119 

1113 

     

    
 
Figure 4- Shows the skull stripping processôs results for the complete dataset. First column, the original image, 

the second column, the extracted brain tissue by applying morphological operations, and the third column, the 

extracted brain tissues by applying  active contour algorithm. 
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Figure 5- Shows the results of applying K-Means algorithm on U8T2 image. From left to right: first image, the 

extracted brain tissue image after bilateral filtering; second image, the segmented image; and last one, the 

clusters separately. It is obviously that, the cluster of the tumor  is the fourth one. 

 

 

 

 
Figure 6- Shows the results of applying K-Means algorithm on three images as samples. First column, the brain 

tissue image after bilateral filtering; second column, the segmented image; third column, the clusters separately, 

and last column, the cluster of the tumor. 

 

Fuzzy C-Means Clustering Algorithm 
   Fuzzy C-Means clustering algorithm has been implemented on the images (U3T2-U15T2) after skull 

stripping and bilateral filter smoothing processes. These images have been clustered into five clusters. 

The resultant segmented images, their five clusters, and the cluster that the tumor belongs to for four 

images as samples, are illustrated in figure 6-. 
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Figure 7- Shows the results of applying FCM clustering algorithm on the brain tissue images after bilateral 

filtering of four images.  First column, the segmented image; second column, the clusters separately; and last 
column, the cluster of the tumor. 

 

K-Means clustering Algorithm based on FCM  

    In this part of the work an adaptive technique has been implemented to segment the abnormal MR 
brain images. This technique is involved applying FCM clustering algorithm on one abnormal image, 

then passing the values of the centers of the clustered image to the K-Means algorithm that applied on 

the same image. After that, adopting the centersô values as centersô values of the K-Means algorithm 

to implement it later on the all abnormal slicesô images. The procedure of this technique  can be 
summarized as follows: 

1.  Implementing FCM algorithm on U8T2 image. 

2.  Pass the values of the centers of the clustered image to the K-Means algorithm that applied on the 
same image. 

3. Pass these center values to the K-Means algorithm that implemented on the images (U3T2-U15T2). 

The results of these steps are illustrated in the figures ( 8and 9) for four images as samples. 
 

    
Figure 8- Shows the results of applying K-Means based on FCM on U8T2 image. From left to right: first image, 

the brain tissue  after bilateral filtering; second one, FCM segmented image; third one, K-Means segmented 

image based on FCM; and  last one, the clusters separately. It is obviously, the cluster of the tumor is the fourth 
one. 
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To compare of the performance of the three techniques: K-Means, FCM, and K-Means based on FCM  

clustering algorithms, two images U8T2 and U10T2 from the previous set, have been selected to 

extract the tumor regions that contained within them. The extraction process of the tumor regions from 

these images is illustrated in the figures (10 and  11) for the images U8T2 and U10T2 respectively.  
 

     

   

   

   
Figure 9- Shows the results of implementing K-Means algorithm based on FCM  on four  images. First column, 

the segmented image; second column, the clusters separately; and last column, the cluster of the tumor. 

 

    
                                a                                                                b 
Figure 10- Illustrates the steps of getting the tumor that extracted by implementing the algorithms:K-Means, 

FCM, and K-Means based on FCM from first row to the last one respectively. First column, the cluster of the 

tumor; second column, the tumor region class after morphological opening process; and third column, the grey 

level image of the tumor region  (a) for image U8T2 and  (b) for image U10T2. 

 
    First step is selecting the cluster that the tumor region belong to which are presented in the figures 

10- (a & b) first column, after that,  to extract the pixels of the tumor region only an opening 

morphological process has been  applied  with structuring element of disk-shape of radius equals two 

pixels for all the cases except the last one in figure 10 b-. The resultant images of this process are 
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presented in the second column, after that the gray level image of the tumor region is obtained by 

multiplying the tumor class image by the corresponding  input image  as illustrated in the  third 

column. 

    The area of the extracted tumor regions that extracted from the  previous procedure by 
implementing the algorithms: K-Means, FCM, and K-Means based on the centersô values of the FCM 

algorithm, are calculated and demonstrated in table 1- for the comparison.  

Region Growing Segmentation Algorithm 
    In this part of the work the Region Growing segmentation algorithm has been implemented on the 

abnormal images (U3T2-U15T2). Firstly, the images have been skull stripped and then the bilateral 

filter has been applied. After that Region Growing segmentation algorithm has been implemented with 
thresholding value equals 25, and the resultant segmented images have been demonstrated in figure 

11- for ten images as samples. 

 

    

     

     

     

    
Figure 11- Shows the results of applying Region Growing algorithm on ten images.  First image 

represents the brain tissue image after bilateral filtering, and the second image  represents the  output 
segmented image  

(labels Broun & red indicate the abnormality regions). 

 

Comparison of the Different Segmentation Algorithms  
In this section a visual comparison of the segmented images that obtained by implementing different 

segmentation techniques, is presented. Figure 12- demonstrates the segmented images by 

implementing the algorithms: K-Means; K-Means based on FCM; FCM; and Region Growing. All 
these algorithms have been implemented on skull stripped and bilateral filtered images.  Figure12- 

illustrates the results for four images as samples. 

 


