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Abstract 

        The definition of biometric information can be presented as the usage of a 

certain trait, both physiological and biological, to calculate a person’s identity.  

One thing to note about biometric information is that it remains the same for 

one’s entire lifetime, and is different for each person (for example the iris, 

fingerprint etc...). In this paper, we have established an algorithm which uses 

the SURF (Sped-up Robust Features) in order to detect and extract data and has 

performance-scale- and rotation-invariant interest point detection and 

description. With this method it becomes possible to compute and make 

comparisons much faster, yet still is able to compete with, or even produce 

better results than previously proposed schemes SIFT (Scale Invariant Feature 

Transformation) concerning ease of repetition, uniqueness, as well as 

robustness. For this result to be gained, certain images are relied upon in order 

to undergo the convulsion process of the images.  By identifying the areas of 

strength amongst the world’s best detectors and descriptors, (which is done with 

a Hessian matrix-based measure for the detector, and a distribution-based 

descriptor); SURF descriptors have been applied to object recognition and 

location, the recognition of people or faces, to reconstruct 3D scenes, to track 

objects and to extract points of interest. In this paper, we conclude that SURF 

is a powerful way to obtain accurate results at 93% and speed. 

Keyword: K-mean segmentation, Speeded Up Robust Features (SURF), Scale 

Invariant Feature Transformation (SIFT). 
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 ( لاستخراج SURFو ) (SIFT)الميزات القوية  المقارنة بين

 الميزات البيومترية 

 الخلاصة: 

المعلومات البيومترية تعني استخدام الخصائص الفسيولوجية أو البيولوجية لقياس هوية الفرد. الميزات     

قزحية والوجه و بصمة اصبعوتبقى دون تغيير حياة الفرد. )البيومترية هي فريدة من نوعها لكل فرد 

 SURFالخ ...(. لذلك، في هذه الورقة، اقترحنا خوارزمية للكشف عن واستخراج الميزات باستخدام  عينال

)تسريع ميزات قوية( لديه الأداء على نطاق و دوران ثابت للكشف عن نقطة الفائدة والوصف. انها تقارب 

( فيما يتعلق بالتكرار، والتميز، والمتانة، ولكن يمكن SIFTمخططات المقترحة سابقا )أو حتى يتفوق ال

حسابها ومقارنتها أسرع بكثير. ويتحقق ذلك من خلال الاعتماد على صور متكاملة .من خلال الاعتماد 

هسيان  ةعلى نقاط القوة في أجهزة الكشف والوصف القائمة الرئيسية )باستخدام مقياس قائم على المصفوف

لتحديد والتميز الاشياء، لإعادة بناء  SURFللكاشف، ووصف قائم على التوزيع(؛ وقد تم استخدم صفات 

هو  SURF، لتتبع الأجسام واستخراج النقاط المثيرة للاهتمام. في هذا البحث نخلص إلى أن 3Dمشاهد 

 وسريعة. %93وسيلة قوية للحصول على نتائج دقيقة بنسبة 

 

1- Introduction  

An integral piece of multiple technological applications is the point of 

correspondence between two pieces/images from the same object or scene. 

Recording of images, calibration of cameras, recognition of objects, and 

retrieval of images are only a small number of examples. Three major stages 

are undertaken in the search process for separate point image correspondence. 

Before anything else, "points of interest" are calculated and stated in specific 

areas of the image, which may include angles, points, and T-intersections. 

Redundancy however, is clearly the highest valued property held by the detector 

point of interest. Even when different conditions are presented, the reliability of 

the detector remains to be reflected by the level of accuracy when concerning 

replicability for the same physical interest points. Next the feature vectors will 

represent the entire point of interest. This description is distinctive yet powerful 

for noise, displacement detection and distortion (geometric and photometric). 

After all this has been completed, vector descriptors are put through a matching 

process against several images. This matching process is based off of the 

distance that lies between the bearings (for example the Mahalanobis or 

Euclidean distance.) The lowest possible amount of dimensions for the 

descriptor is much more desirable, as the dimensions have a distinct impact on 

the time needed to complete this sequence. On the other hand, vectors with 
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lower dimensional features are generally less distinctive than their high-

dimensional counterparts. To develop both a detector and descriptor that doesn’t 

need much time to compute while on the other hand not sacrificing performance, 

in comparison to the state-of-the-art methods, has been our goal. For a method 

to be successful, a balance must be found between the mentioned requirements 

such as simplifying the detection step while still producing accurate results and 

reducing the size of the descriptor and keeping it sufficiently distinctive.[1]. 

          The SURF approach has been shown to be an effective alternative to the 

SIFT approach, combining a Hessian-Laplace region detector as well as a 

unique feature descriptor developed specifically for it which is  gradient 

orientation based. In order to undergo computations at the internal stage, it 

works with 2D box filters (“ Haar wavelets”). These simulate the effects of the 

derivative filter kernels and can be evaluated using integral images.[2]. 

 

2. LITERATURE REVIEW 

        In this paragraph, we will review the range of research that has been used 

SURF and SIFT to extract the features as shown below:- 

 In [3],(2008), B. Herbert et.al has been presented describes a new method 

SURF - the method of detection of the point of interest fast and good 

performance, which perform the current state-of-the-art, both in speed 

and accuracy. SURF descriptor is based on similar properties, with a 

compressed complexity. The SURF descriptor is processed in two steps. 

In the first step, fixing of a reproducible orientation is constructed based 

on information from a circular region of interest points of features. Then 

in the second step, construction of a square. 

 In [4],(2004), David. G. Lowe has been presented a reliable matching 

method for extracting static fixed features between images having 

different views of object or place. Features are fixed for image rotation, 

size, distortion, 3D view change, adding sound, and changing the level of 

illumination. The features mentioned before are easily distinguishable, 

meaning that a match for one lone feature extracted from any given can 

generally be found out of a big database containing features from many 

different images. This paper also describes features of object recognition. 

The matching of individual features of a database is recognized by the 

features of known objects. 
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 In [5],(2005), Dalal, N. and Triggs, B had presented SURF, an effective 

competitor to SIFT which combines a Hessian-Laplace region detector 

as well as a unique feature descriptor developed specifically for it which 

is gradient orientation based. In order to undergo computations at the 

internal stage, it works with 2D box filters (“ Haar wavelets”). The effects 

of the derivative filter kernels, which are able to be worked out using 

integral images, are approximated by the above box filters. 

 In [6],(2010),J. Krizaj et al have been presented a new method called 

FSIFT  To overcome FSIFT inaccuracy. The method is obtained by 

calculating the SIFT method at predetermined fixed positions of the 

image described during the training phase. Determining the key points of 

predefined spatial locations will help eliminate the optimal threshold and 

split the facial image when the advanced approaches gain greater lighting 

stability than other SIFT modifications. The experiment is conducted on 

the Extended Face database Yale B (EYB). 

 In [7],(2009),A. Majumdar et al. have been presented determine the 

different arrangement of the SIFT features that can be used to reduce the 

number of SIFT features to identify the face. This method checks the 

number of irrelevant features to be matched in order to simplify the task 

at hand as well as increases the recognition accuracy. This system 

shows that the reduction is more than 4 times the number of 

accounts and 1% increase in the accuracy of recognition. 

  

3. Scale Invariant Feature Transformation (SIFT). 

A set of local properties of an image is extracted from every image. Each of 

those properties includes a registry of it’s: 

 Position, or pixel location (x, y), of the image. 

 Scale, characterized by the standard deviation σ. 

 Orientation, the dominating direction of the image structure in the 

neighborhood. 

 Detailing of the image’s local structure, characterized according to 

gradient histograms.[8] 

The main steps of computation implemented for generating the group of 

properties are: 
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• Detecting the local extrema of the scale-space- The property sites are set as 

the local extremes of the Gaussian pyramid difference, to build the pyramid of 

the DOG image of the input subject to contamination in an iterative manner 

with a Gaussian kernel defined as σ = 1.6. The final image processed will then 

be subject to a sampling process in each direction with a factor equal to 2 and 

is made convincing again. The mentioned process will be performed again and 

again until reduction is no longer possible. Each set of images of similar sizes 

is known as one octave. When put together, the octaves construct the DOG 

pyramid which is defined by the three-dimensional function L (u, v, σ). The 

difference between the Gaussian pyramid D (u, v, σ) is calculated from the 

difference between every 2 neighboring images in the DOG pyramid. The 

difference of the Gaussian function is found for the local extrema (Maxima or 

Minima) by comparison of each of the pixels with the 26 adjacent pixels within 

a scale space (eight neighbors within same scale, nine concurring neighboring 

pixels within the above table and nine from the table below). By searching for 

extremes, we can find both the first and last image in each of the octaves because 

of the fact that they do not have the scale above and the scale below [9]. 

• Localizing the key-points- The local extrema found are effective candidates 

for key points. On the other hand, a second-class three-dimensional function for 

the local sampling point on the scale space should be specified. The quadratic 

function is calculated with the use of Taylor's second-order expansion that 

contains the  

rigin at the sample point. The local extrema are then eliminated from the low 

contrast and match with the borders due their high sensitivity to noise [10]. 

• Assigning the orientation–The SIFT property index is set, the main 

direction for each of the features is given according to the local image 

gradients. For each pixel of the surrounding area of the property position the 

gradient magnitude and direction are calculated according to: 

M(u, v) =√(𝑳(𝒖 + 𝟏, 𝒗, 𝝏))𝒙^𝒙𝟐
𝟐

+ (𝐮, 𝐯 + 𝟏, 𝝏) − 𝑳(𝐮, 𝐯 − 𝟏, 𝝏)) u^u2   … (Eq. 1) 

𝜽(𝑼,𝑽) = 𝐚𝐫𝐜𝐭𝐚𝐧((𝟏(𝐮, 𝐯 + 𝟏, 𝝏)) − 𝟏(𝐮, 𝐯 − 𝟏))/(𝒍(𝒖 = 𝟏, 𝒗, 𝝏) − 𝒍(𝒖−, 𝒗, 𝝏𝟐))) ……    (Eq. 2) 

The gradient amounts are weighed down with a Gaussian window that is 

of a size that depends on octave property. The weighted gradients are used to 

create a directional histogram with 36 bins providing coverage over a range of 
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360 degrees. The top histogram of the top peak orientation as well as other peaks 

are used with an amplitude higher than 80% of the highest peak in order to come 

up with an important point in this trend. Thus, we will find more than one main 

point generated in the same position but with varying directions. [11]. 

• The descriptor of the Keypoint- The area surrounding the key point is 

divided into 4 x 4 boxes. The gradient magnitudes and directions are calculated 

in each of the boxes and weighted by an appropriate Gaussian window, and 

each coordinate of the pixel and gradient direction are subject to rotation 

according to the direction of the key points. Then, for each of the boxes, 8 

bins are selected in the direction of the histogram. From the 16 direction 

histogram constructed, a 128D vector is created (SIFT -Descriptor). This 

descriptor is independent of the trend, due to the fact that it is calculated 

according to the main direction. Finally, in order to achieve independence from 

the difference in illumination, the description is subject to normalization to unit 

length [12]. 

4.Sped Up Robust Features (SURF) Features Extraction  

SURF filters have worked using a guesstimate of Gaussian homogeneity. (The 

SIFT method uses cascaded filters to scale-invariant character points, where the 

difference between Gaussians is found while the pictures gradually resolve.) If 

an integrated image is used the image is filtered with a much faster box.[13]: 

𝑺(𝒖, 𝒗) = ∑ ∑ 𝑰(𝐮, 𝐯)𝒗
𝒊=𝟎

𝒖
𝒊=𝟎               … (Eq. 3) 

 

Using an integrated image, requiring evaluations in the four corner rectangle 

angles, we can find the sum of the original image within the borders without 

much delay. 

With the help of a blob detector which is based on Hessian matrix, the SURF 

system can find interesting points. The Hessian matrix selector is applied to the 

task of acting as a measure of change near a specific local point, and this is set 

as a maximum at other points. Contrary to the Hessian -Laplacian detector, 

SURF also uses the Hessian selector for range selection, as do also by 

Lindeberg. With the given point  = (u, v) within a picture I, the Hessian matrix 

H (k, σ) at point p and scale σ, is[14]: 

𝐇(𝐤, 𝛔) = (
(𝑯𝒖𝒖(𝐤, 𝛔)(𝑯𝒖𝒗(𝐤, 𝛔)

(𝑯𝒗𝒖(𝐤, 𝛔)(𝑯𝒗𝒗(𝐤, 𝛔)
)      … (Eq. 4) 
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where  (𝐻𝑢𝑢(k, σ))etc. is the convolution of the second-order derivative of 

Gaussian with the image I(u,v) at the point u. 

A box filter with the dimensions 9×9 is a representation of a Gaussian with 

σ=1.2 and also represents the lowest level (highest spatial resolution) for blob-

response maps. 

 Location Of the Points of Interest and Scale-Space Representation 

       Because the search for correspondence often requires the comparison of 

images where they are viewed at different scales, points of interest are able to 

be located at different stages. Within another feature’s methods for detection, 

space is often viewed as an image pyramid. The pictures are smothed over 

multiple times with a Gaussian filter, and after that the subsample is obtained 

for the next highest level of the pyramid. Therefore, several floors or stairs are 

calculated with different measures of masks[15]: 

𝝈𝒂𝒑𝒑𝒓𝒐𝒙 = 𝒄𝒖𝒓𝒓𝒆𝒏𝒕𝒇𝒊𝒍𝒕𝒆𝒓𝒔𝒊𝒛𝒆𝑿 (
𝒃𝒂𝒄𝒆𝒇𝒊𝒍𝒕𝒆𝒓𝒔𝒄𝒂𝒍𝒆

𝒃𝒂𝒄𝒆𝒇𝒊𝒍𝒕𝒆𝒓𝒔𝒊𝒛𝒆
)      … (Eq. 5)  

The scale space is split up into octaves, where Octave is used in reference to a 

series of response maps that cover double the scale. In SURF, the minimum 

standard of the scale space is obtained from the output of the 9x9 filter. Thus, 

in the SURF method scale spaces are implemented by application of multi-sized 

square filters. This is different to other methods. As such, the size is analyzed 

by expanding the size of the filter instead of shrinking the image repeatedly. 

The output of the 9 × 9 filter mentioned above is the primary scale layer on the 

s = 1.2 scale (in correspondence with the Gaussian derivatives with σ = 1.2).  

The following layers are obtained by filtering the image with gradually larger 

masks, taking into account the separate nature of the integrated images and the 

specific filter structure. This results in 9 × 9, 15 × 15, 21 × 21, 27 × 27, ... Non-

parametric suppression is applied in a 3 × 3 × 3 neighborhood to localize the 

points of interest in the image and on the scales. Following this, the maximum 

limit of the Hessian matrix is met in the range and image of the space as 

following Brown’s proposed method, et al. Space interpolation is rather integral 

to this specific case since the scale differences from just the first layers of each 

octave alone are already huge. 
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 Localization Keypoint 

          The description’s purpose is to provide a powerful, one of a kind 

description of the image feature, for example, to describe the pixel density 

distribution within the neighborhood of the point of interest. Therefore most of 

the descriptors are calculated in a local way, thus a description of each point of 

interest identified previously is obtained. The multidimensional description has 

a direct effect on both complexity and the accuracy of point-matching. Although 

it may be more powerful against differences in appearance, the short descriptor 

is not very likely to give decent distinction, resulting in many incorrect 

positives. The foremost stage involves determining the direction of 

reproduction based upon what can be gathered within a round area surrounding 

the point in focus. Afterwards an area in the shape of a square is defined and 

aligned according to the orientation chosen, and the SURF descriptor is then 

taken from within it[16]. 

 Assignment of the Orientation 

        To be able to achieve rotation stability, we need to locate the orientation 

of the point fo focus. Within the circular area surrounding the radius of the point 

of interest, the responses of the Haar wavelet in both -u and -v the directions are 

calculated where the point in focus’ scale is located. The responses found with 

the Gaussian function are weighted around the point in focus, then are plotted 

as dots in a 2D area, where the horizontal and vertical responses lie in the 

abscissa and ordinate respectfully. An estimate for the most prominent trend is 

found by working out the total of all answers in a sliding orientation window of 

magnitude π/3. Responses in both directions are summarized inside this area. 

Next the summary questionnaires produce direction vector locally. The longer 

the vector generally determines the direction of the point in focus. The size of 

the aforementioned sliding window must be selected with caution as it plays a 

key role in whether a desirable balance between the durability and the angular 

resolution will be struck[17]. 

 Descriptor-based off of the grand total of responses from Haar wavelets 

        A square rare must be extracted, centered on the interesting point and 

oriented along the orientation as selected above in order to describe the region 

around said point The window size is in the 20s. Afterward, the space of interest 
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is divided up into small sub-regions, in this case of the size 4x4, and for every 

other one as well, the Haar wavelet responses are extracted at 5x5 sample points 

space regularly. A Gaussian is then used to weigh down the responses (to 

provide more robustness for distortions, noise, and translation)[18]. 

5. Fisher Linear Discriminants Analysis (FLDA) 
         The fundamental concept which is Fisher linear discriminants analysis is 

based on, is that only a one-dimensional space is needed in order to perform the 

expected data on the line and the classification. The projection doubles the 

distance between both classes while at the same time, attempting to merge 

similarities within classes. Let {x1, x2, ..., xL} where xi ∈ Rn equal a set of 

training vectors which are labeled on the binary, with n1 examples in class 1 

designated C1 and n2 samples in class 2 designated C2. It can be seen that unlike 

the K-NN method, which can classify among an arbitrary number of different 

classes, the Fisher linear discriminant only leads to the classification between 

two different classes. However, we are able to enhance the limitation with, 

techniques such as one vs all. The class separability function in a direction w ∈ 

Rn can be defined as[19]: 

                                                                                      

                                                                                         … )Eq.6(                                                                                                           

 

Where SB stands for the between class and SW represents the within-class 

scatter matrixe: 

 

                                                                                                                                … )Eq.7 (                                                                                                                                 

                                                                                                                                …) Eq.8 (                                                                                                          

 

The average of the respective classes, mi is set as: 

                                                                                                                                 …) Eq.9(                                                                                                           
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The vector w which maximizes the class separability function J(w) is 

represented by the Fischer Line Discriminant. Here we are able to see that (9) 

is a certain case of the generalized Rayleigh quotient, so, therefore, is we assume 

that SW is a multi-matrix, we can assign an expression for w which can 

maximize J(w): 

                                                                                                                                 …) Eq.10( 

                 

The expression shown allows for the optimal projection direction w which 

makes sure that the samples belonging to each class are separated as much as 

possible to be calculated. 

6.The Proposed Method 

The proposed method consists of four main stages namely: preprocessing 

image, segmentation, feature extraction and classification as shown in Figure 

(1). 

 

                                  Figure.1: The main steps of the proposed technique 
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6.1. Acquisition of the image 

        Acquisition of the image is always where vision systems begin in order to 

complete their set task. Once obtained, there are several different processing  

methods which are able to be used in order to carry out several tasks in regards 

to the image. The reason why the image acquisition is always the first step in 

the workflow sequence is that if there is no image, processing is impossible. 

There are multiple methods use of cameras or scanners to acquire images 

including but not limited to. The image which has been acquired needs to retain 

all features.  

6.2. Pre-processing 

        Pre-processing the image has the purpose of improving it and giving the 

best results because, for some of the images, content noise or the pixels are 

unnecessary. In the proposed technique for image enhancement, the contrast 

method used the image for the purpose of displaying the details of the image 

well because sometimes the image capture process is taken not suitable for 

conditions that can be interpreted simply as the difference between the 

maximum and minimum pixel density in the image. 

6.2.1 Segmentation Image 

 Segmentation Image divides up an image into distinct regions. Each 

region contains pixels with similar attributes.  

 The regions must relate strongly to the depicted object or the feature of 

interest in order to be meaningful and useful for analysis and 

interpretation. 

  After the processing of the image at a low level, creating relevant 

segments is beginning. The stage involves taking a greyscale or colored 

picture and transferring it into one or more new images and then to an 

image of high quality in regards to features, things, and scenes.  

 Whether the analysis of the image will bring a successful outcome 

depends heavily on the reliability of segmentation. 

  The main goal of segmentation wants a meaningful segment of the 

image and many objects to differ in appearance from others and change 

the representation of an image.  
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 In most cases, image segmentation is used to find where borders or 

objects are in a given image.  

6.2.1.1 k-mean Segmentation 

       After going through the process of pre-processing the image, we will 

process the image segmentation. In this paper, we used a k-means clustering 

algorithm which is also applied to computer vision in order to create segments 

for the image.  The produces results from k-means segmentation then applied 

to detection of borders and recognition of objects. 

 

 

 

 

 

 

 

 

 

 

7. Feature Extraction 

         During the feature extraction stage, the number of resources needed in 

order to describe a large set of data is reduced. When analyzing complex data, 

one of the major problems stems from the number of variables which are 

involved in the process. To analyze something with many variables usually 

requires a huge memory space and lots of computation power. It may also cause 

the algorithm to overlook better or more important samples and generalize the 

more poorly samples. Then, the algorithm transforms the readings into a feature 

pack. The process is known as feature extraction. If selective choosing is kept 

in mind while extracting features, the feature set will most likely take useful 

readings from the input data in order so that it can undergo its duties much faster 

with a reduced amount of data rather than the full input[21]. 

Algorithm k-mean segmentation  

Input: Contrast Image 

Output: Segmentation Image 

 1. Most of the time the initial centroids are picked at a random basis (the groups which are produced vary are 

different from one run to another). 

2. Given centroid is defined as the average from all the points in the cluster.  

3. Euclidean distance is used to calculate the closeness, the cosine similarity, the correlation and more.   

4. K-means will intersect when there are common similarities measured, as mentioned previously.   

5. A majority of the bonding is undergone within the first few iterations (The stop condition is switched to 

‘Until only a few points are changing clusters)[19]. 
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7.1 Sped Up Robust Features (SURF) Features Extraction 

 SURF is shown to be an effective concurrent to SIFT. SURF has a clever blend 

of Hesse Laplace detector area with a unique descriptor which is based on 

gradient orientation. It works with 2D box filters ("Haar waves") for internal 

calculations. These square filters can be solved with integrated pictures and 

approximate the effects which the filter has. 

 

4. EXPERIMENTAL RESULTS 

Results in this section we review the results obtained using the proposed method 

for a range of different images and included fingerprint images, face, iris and 

palm hand, and a comparison between the results and algorithm SURF and 

SIFT. Where comparing their effectiveness in terms of work has shown the 

results of the proposed algorithm are the best. 

1. pre-processing:- The figure 1 below illustrates the image preprocessing 

four different images (fingerprint images, face, iris and palm hand). 

Algorithm SURF 

Input: Segmented image 

Output: Features Extraction 

Step1: Smoothing By Uses Filters As An Approximation Of Gaussian Smoothing.by using  

Eq. 3. 

Step2: Representation of Scale Space and Locating Points of Interest, Points of interest are 

located on several ranges, partly due to the fact that the search for correspondence often dictates 

where comparison images are viewed at different levels by using  Eq. 5. 

Step3: Refine Key-point used to low contrast and find minimum and maximum for pixel 

neighbors. by using  Eq. 4. 

Step4: Orientation Assignment The direction of said point must be located. Responses of the Haar 

wave in both the X-Y and the directions within the circular neighborhood by using  Eq.1 and 

Eq.2. 

Step5: Descriptors based on the total of all the responses from Haar wavelets, describe 

the area surrounding the point, focusing on an interesting point and oriented along the 

orientation as defined above. The area in focus is divided into smaller areas in the shape of 

squares, and the Harrow Wave responses are taken at 5X5 sample points with regular spacing 

for each one[20]. 

  

 

 

https://en.wikipedia.org/wiki/Gaussian_smoothing
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Original image Original image Original image Original image 

 

 

 

 

 

 

 

 
   

Contrast image Contrast image Contrast image Contrast image 

 

 

 

 

 

 

 

 

   
 

                                         Figure1. Image preprocessing four different images 

2.K-mean segmentation:- The figure2 below illustrates the process of 

segmentation using an algorithm  K-mean segmentation for a different K. 

Contrast image Segment k=1 Segment k=2 Segment k=3 Segment k=4 
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                                              Figure. K-mean segmentation for a different K. 

 

3.Feature Extraction using SURF and SIFT:- The figure3 below 

illustrates the use of the proposed algorithm SURF, Where it is clear that the 

algorithm SURF results were better in terms of the table as shown in Table 

1 and Table 2 where the table includes the following specifications feature 

and matching where they show their efficiency. 

 

Image Segmentation  SURF SIFT 
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                                  Figure3. Feature Extraction using SURF and SIFT 

 

Table 1. performance matching for SURF  

IMAGE SURF 

Features 

SURF 

Matches 

SURF 

Effectiveness 

Time  
(SURF) 

Face 779  

 

25 4% 5.692 

Iris 329 

 

10 15% 8.633 

Fingerprint 610 

 

102 30% 8.962 

Plam hand  

 

870 162 40% 1.97 
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Table 2. performance matching for SIFT  

IMAGE SIFT 

Features 

SIFT 

Matches 

SIFT 

Effectiveness 

Time  
(SURF) 

Face 860 17         2% 

 

6.385 

Iris 485 23 10% 

 

10.586 

Fingerprint 840 200 27% 

 

12.712 

Plam hand  

 

960 186 36% 2.171 

 

 

conclusion 

    In this paper, until we find the characteristics of the vital images which must 

be configured, we noticed that some images need to increase in contrast  image 

and then we conducted the process of processing and depending on the details 

of the image to how many layers you need to divide here used as k = 4 and then 

conducted the process of SURF to find features and noticed through our 

experience The SURF server is quick and takes a short time to eject the features 

reverse SIFT you need for a longer time and the reason goes back to using the 

Haar wavelet show in Table1 and Table2. Experimental findings produce results 

which suggest that SURF features only perform marginally better in regards to 

recognition rate than SIFT, but clearly performs much better in regards to the 

matching speed. 
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