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ABSTRACT

Character recognition has been very popular and interested area for researches, and it continues to be a challenging and impressive research topic due to its diverse applicable environment. The optical character recognition has been introduced as a fast and accurate method to convert both existing text images as well as large archives of existing paper documents to editable digital text format.

However, existing optical character recognition algorithms suffer from flawed tradeoffs between accuracy and speed, making them less effective and impractical for large and complex documents. This paper describes a suggested method for Assyrian optical character recognition using modified back propagation artificial neural network based on moments. The experimental results show that the proposed method achieves higher recognition accuracy rate in compared with the standard algorithm.
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INTRODUCTION

Character recognition is an art of detecting, segmenting, and identifying characters from document image. More precisely Character recognition is process of detecting and recognizing characters from input document and converts it into an equivalent machine form. Character recognition is one of the most recognition systems and it is getting more and more attention since last decade due to its wide range of applications [1].

There are many important documents of history, such as manuscripts, that can be converted into machine editable file so that it can be easily accessed and processed. The objective of OCR software is to recognize the captured text and then convert it into digital text format. A document is first scanned by an optical scanner, which produces a non-editable image format, then computer algorithms are implemented to identify the characters in that document.

This paper presents the proposed approach as a multi-stages Assyrian character recognizer. The designed project consists of a number of pre-processing steps followed by the actual recognition using an artificial neural network learned by a modification of back-propagation algorithm based on predefined moments.

Each character of the input Assyrian text will be represented by a pattern of seven moment invariants computed for that character, then this pattern is applied to the modified back-propagation neural network to recognize the input characters efficiently and accurately.

Moments

In 1961, Hu introduced moment invariants. Based on the theory of algebraic invariants he derived a set of moments that are position, size, and orientation independent. However, regular moments are not orthogonal and as a consequence, reconstructing the image from the moments...
is deemed to be a difficult task [2]. Moment based feature descriptors has been considered a powerful tool for image analysis applications. Geometric moments present a low computational cost, but are highly sensitive to noise [3].

The Characteristics Of Modern Assyrian Scripts  
Assyrian also known as Syriac Aramaic is a dialect of Middle Aramaic that was once spoken across much of the Fertile Crescent and Eastern Arabia. Classical Syriac became a major literary language throughout the Middle East from the 4th to the 8th centuries; Syriac literature comprises roughly 90% of the extant Aramaic literature. The Aramaic language in history is linguistically the Middle Aramaic but since most Christian scribes of the Christian manuscripts, who wrote in the Middle Aramaic, lived in this region of Assyria, which had come to refer to both the historical Assyria as well as the Levant, this specific dialect of the Middle Aramaic has come to be known as Assyrian. Assyrian remains the liturgical language of Syriac Christianity to this day. Assyrian is a Middle Aramaic language, and, as such, it is a language of the Northwestern branch of the Semitic family. Before Arabic became the dominant language, Syriac was a major language among Christian communities in the Middle East, Central Asia and Kerala, and remains so among the Assyrians and Syriac-Arameans to this day. Figure (1) shows the Assyrian script and figure (2) shows Assyrian characters [4, 5, 6].
The Proposed Approach

A captured document is entered to designed approach as a BMP image type, which is the most widely used format that represents a real-world uncompressed image. The pixels of BMP images can be easily sorted in two dimensional array to be used for programming methods [7].

The input document image is treated by several processes in order to recognize the text within it, as described below:

Preprocessing

The document image that is gotten from scanners may acquire some amount of unwanted information and noise. The preprocessing transforms input images into more acceptable and regular form for the next OCR stages. The preprocessing stage consists of a series of processes, as follows [8, 9]:

Grayscale Conversion Process:

It is the convert of the color document images with color depth of 24-bit into grayscale copies of 8-bit depth by averaging the three color values (RGB). The reduction of color depth is represented by the following method [10, 11].

For each pixel in document image \( P_{xy} \)

\[
\text{Set } P_{xy,\text{new}} = \left( P_{xy}.R + P_{xy}.G + P_{xy}.B \right) / 3 \quad \{0 \leq x \leq \text{image width}, 0 \leq y \leq \text{image length}\}
\]

Where \( R \) is the Red color intensity, \( G \) is the Green color intensity, and \( B \) is the Blue color intensity of a pixel. The result of this method is shown in figure (3).

![Figure 3: Grayscale Image.](image)

Binarization Process:

It is the convert of grayscale images into copies of black and white only, which is called binary images. Binarization process separates images into two parts of pixels using a global or local threshold: the first part is called foreground or information that contains black pixels, and second part is called background that contains white pixels. The proposed approach makes use of the J. R. Parker iterative method to determine a global threshold as illustrated in the below pseudo code. The result of the binarization is shown in figure (4) [12, 13, 14, 15].

For each pixel \( P_{xy} \) \( \{0 \leq x \leq \text{image width}, 0 \leq y \leq \text{image length}\} \)

Threshold = \( \sum_0^x \sum_0^y P_{xy} / (x * y) \)

While

For each pixel \( P_{xy} \) where \( P_{xy} \leq \text{threshold} \)

Set \( \mu_1 = \sum_0^x \sum_0^y P_{xy} / \text{No. of pixels \leq \text{threshold}} \)

For each pixel \( P_{xy} \) where \( P_{xy} > \text{threshold} \)

Set \( \mu_2 = \sum_0^x \sum_0^y P_{xy} / \text{No. of pixels > \text{threshold}} \)

If threshold = \( (\mu_1 + \mu_2) / 2 \) then Exit while {The threshold has been found} 

Else Set Threshold = \( (\mu_1 + \mu_2) / 2 \)

For each pixel \( P_{xy} \) If \( P_{xy} \leq \text{Threshold} \) then Set \( P_{xy,\text{new}} = 0 \) Else Set \( p_{xy,\text{new}} = 1 \)
Dilation Process:
Increases the thickness of objects or grows shapes in order to fill the small holes and bridge
gaps by using a predefined structuring element. The dilation is denoted by $A \oplus B$, where $A$ is
the processed image and $B$ is the structuring element. Figure (5) shows the result of the dilation
of a document image. The following pseudo code illustrates the implementation of this process
[16, 17].
For each pixel $P_{xy}$ where $P_{xy} = 0$ \{0 \leq x \leq \text{image width}, 0 \leq y \leq \text{image length} \}
If any 8-neighbors pixel of the $P_{xy}$ equal one Then
Set $P_{xy}$ to one

Erosion Process:
Thins or shrinks the objects in order to eliminate irrelevant detail by using a predefined
structuring element. The erosion is denoted by $A \ominus B$, where $A$ is the processed image and $B$ is
the structuring element. Figure (6) shows the result of the erosion of a document image. The
following pseudo code illustrates the implementation of this process [16, 17].
For each pixel $P_{xy}$ where $P_{xy} = 1$
\{0 \leq x \leq \text{image width}, 0 \leq y \leq \text{image length} \}
If any 8-neighbors pixel of the $P_{xy}$ equal zero Then
Set $P_{xy}$ to zero
Skew Correction Process:
Capturing a document by digital cameras or scanners may cause to skew the text of that document image which in turn will lead to bad segmentation and recognition. Therefore, the correction of skewed text lines is needed. The proposed approach determines the skew angle of the text lines by the Hough Transform in which the straight line is represented as $y = mx + b$, where the pair $x$ and $y$ is a point within image, $m$ is a slope parameter, and $b$ is a intercept parameter [18, 19, 20]. Figure (7) shows a skewed text of a document image and its correction.

Thinning Process:
As the name implies, this process produces the object skeletons of one pixel. The proposed approach uses the Zhang-Suen thinning algorithm, which has two phases [21, 22, 23]:

Phase one: the pixels of value (one) will be set to (zero) if and only if the following conditions are satisfied:

\begin{align*}
\text{a1)} & \quad 2 \leq N(x,y) \leq 6 \\
\text{b1)} & \quad S(P_{xy}) = 1
\end{align*}
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c1) \( P_{x,y-1} \times P_{x+1,y} \times P_{x,y+1} = 0 \)
d1) \( P_{x+1,y} \times P_{x,y+1} \times P_{x-1,y} = 0 \)

**Phase two:** the pixels of value (one) will be set to (zero) if and only if the following conditions are satisfied:
a2) \( 2 \leq N(P_{x,y}) \leq 6 \)
b2) \( S(P_{x,y}) = 1 \)
c2) \( P_{x,y-1} \times P_{x+1,y} \times P_{x,y+1} = 0 \)
d2) \( P_{x+1,y} \times P_{x,y+1} \times P_{x-1,y} = 0 \)

Where \( N(P_{x,y}) \) is the number of neighbors have value one, \( S(P_{x,y}) \) is the number of clockwise transition from 0 to 1. Figure (8) explain the eight neighbors arrangement, figure (9) shows the results of the thinning process, and the below pseudo code illustrates the implementation of the thinning process.

Set foreground to 1, background to 0

While

Set Imagenew equal to imageold

For each pixel \( P_{x,y} \) of imageold where \( P_{x,y} = 1 \) \( \{0 \leq x \leq \) image width, \( 0 \leq y \leq \) image length \}If \( 2 \leq \) (No. of neighbors of\( P_{x,y} \) equal to one) \( \leq 6 \) then

If (No. of neighbors transition from 0 to 1 (clockwise) of \( P_{x,y} \)) =1 then

If \( P_{i,y-1} \times P_{i+1,y} \times P_{i,y+1} = 0 \) then

Set \( P_{i,y} \) of image new equal to zero

Set image old equal to Imagenew

For each pixel \( P_{i,y} \) of image old where \( P_{i,y} = 1 \)
If \( 2 \leq \) (No. of neighbors of\( P_{i,y} \) equal to one) \( \leq 6 \) then
If (No. of neighbors transition from 0 to 1 (clockwise) of \( P_{i,y} \)) =1 then
If \( P_{i,y-1} \times P_{i+1,y} \times P_{i,y+1} = 0 \) then
Set \( P_{i,y} \) of image new equal to zero
Set image old equal to Imagenew

If No change in any pixel then exit while
Segmentation
Segmentation is the technique that used to determine and isolate text lines, words, characters, associated dots, and accents. It is easy to implement, but difficulties comes when segmenting cursive language, like the Arabic language, the Assyrian languages, etc. The more successful segmentation leads to higher recognition accuracy. The proposed approach uses the projection profile technique detect the text lines, words and characters [24, 25].

Lines Segmentation:
The horizontal projection profile has been used to detect the lines of the input text. The white pixels that come along a row indicate the line ends [24, 25, 26]. Figure (10) shows the line detection. The following pseudo code describes the use of horizontal projection profile for line segmentation.

For each pixel \( P_{x,y} \) \( \{0 \leq x \leq \text{image width}, 0 \leq y \leq \text{image length}\} \)
If any pixel in line \( y = 0 \) then
For each pixel \( P_{x,y+1} \)
If all pixels in line \( y+1 = l \) then
Add newline

![Figure (10): The Line Detection.](image)

Words Segmentation:
The vertical projection profile has been used to detect the words of the input lines. The white pixels that come along a column of a line indicate the word ends [25, 26]. Figure (11) shows the word detection. The following pseudo code describes the word segmentation by vertical projection profile.

For each line segment
Word_end = false
For each \( x \) \( \{0 \leq x \leq \text{line length}\} \)
For each \( y \) \( \{0 \leq y \leq \text{line width}\} \)
If all pixels \( P_{x,y} = 1 \) then
Word_end = true
Else
If Word_end = true then
Add new_word
Word_end = false
Characters Segmentation:
The vertical projection profile has been used to detect the characters of the input words. The rapid change of black pixels from single occurrence to multiple occurrences indicates the character ends [25, 26]. Figure (12) shows the character detection. The following pseudo code describes the use of vertical projection profile for character segmentation.

For each Word segment
Char_end = false
For each $x$ {Word length $\geq x \geq 0$}
For each $y$ {0 $\leq y \leq$ line width}
Increment (No. of pixels $P_{xy}$ equal zero) by 1 where $P_{xy} = 0$
If (No. of pixels $P_{xy}$ equal zero) = 1 then
Char_end = true
Else If Char_end = true then Add new_Character Char_end = false

Features extraction
Feature extraction is the technique that allows to capture the global character shape information and puts them in vectors which represent the identities of these characters. The proposed approach uses Moments method to extract character features that are invariant to scale, translation, rotation and reflection because they represent the measure of the pixel distribution around the centre of gravity of the characters in process. The method produces seven invariants of moments computed from the central character moment through order three [27, 28, 29]. The regular moment is:

$$m_{pq} = \sum x^p y^q f(x, y)$$

Where $(M_{pq})$ parameter is the two-dimensional moments of image function $[f(x, y)]$. The index of the moment invariants is $(p + q)$, where $(p)$ and $(q)$ are both natural numbers.

The central moments can be calculated by:

$$\mu_{pq} = \sum (x - x^c)^p (y - y^c)^q f(x, y)$$

Where $(x^c)$ and $(y^c)$ are the centre coordinates of gravity of character, and are calculated by:

$$x^c = \frac{m_{10}}{m_{00}}, \quad y^c = \frac{m_{01}}{m_{00}}$$

The moments normalized calculated by:

$$\eta_{pq} = \frac{\mu_{pq}}{\mu_{00}^{\gamma}}$$

Where the normalization factor is computed by:

$$\gamma = (p + q/2) + 1$$
The seven moment invariants calculated by:

\[ \Phi_1 = \eta_{02} + \eta_{20} \]
\[ \Phi_2 = (\eta_{30} - \eta_{03})^2 + 4 \eta_{11} \]
\[ \Phi_3 = (\eta_{30} - 3 \eta_{12})^2 + (3 \eta_{21} - \eta_{03})^2 \]
\[ \Phi_4 = (\eta_{30} + \eta_{12})^2 + (3 \eta_{21} + \eta_{03})^2 \]
\[ \Phi_5 = (\eta_{30} - 3 \eta_{12})(\eta_{30} + \eta_{12})^2 + (3 \eta_{21} + \eta_{03})(\eta_{21} + \eta_{03}) \times [3(\eta_{30} + \eta_{12})^2 - (\eta_{21} + \eta_{03})^2] \]
\[ \Phi_6 = (\eta_{30} - \eta_{03})[(\eta_{30} + \eta_{12})^2 - (\eta_{21} + \eta_{03})^2] + 4 \eta_{11}(\eta_{30} + \eta_{12})(\eta_{21} + \eta_{03}) \]
\[ \Phi_7 = (3 \eta_{21} - \eta_{03})^2(\eta_{30} + \eta_{12})^2 + (3 \eta_{21} + \eta_{03})^2(\eta_{21} + \eta_{03}) \times [3(\eta_{30} + \eta_{12})^2 - (\eta_{21} + \eta_{03})^2] \]

The following pseudo code describes the Moments method implementation.

For each Segmented Character

For each \( p \{ 0 \leq p \leq 1 \} \)
For each \( q \{ 0 \leq q \leq 1 \} \)
For each pixel \( P_{xy} \{ 0 \leq x \leq \text{character length} , 0 \leq y \leq \text{character width} \} \)

\[ m_{pq} = \sum_x \sum_y x^p y^q P_{xy} \]
\[ xc = m_{10} / m_{00} \]
\[ yc = m_{01} / m_{00} \]
\{where \( xc, yc \) is central moments\}

For each \( p \{ 0 \leq p \leq 3 \} \)
For each \( q \{ 0 \leq q \leq 3 \} \)

\[ \omega_{pq} = \sum_x (x - xc)^p y^q \]
\{where \( \omega_{pq} \) is discrete\}

For each \( p \{ 0 \leq p \leq 3 \} \)
For each \( q \{ 0 \leq q \leq 3 \} \)

\[ \gamma_{pq} = (p + q + 1) \]
\{where \( \gamma \) is normalization factor\}
\[ \eta_{pq} = \omega_{pq} / \omega_{00} \]
\{where \( \eta \) is normalized central moments\}

Compute the seven moment invariants

Next Segmented Character

**Recognition**

The proposed approach uses the Artificial Neural Network (ANN) to identify the Assyrian character images that are represented by vectors of seven invariant moments each. An ANN is a computational model that consisted of simple elements arranged in a layer structure. These layers are called nodes (or neurons) and are operating in parallel in a connectionist approach of computation, i.e. the nodes are connected in a network from the input layer to the output layer and these connections are weighted. Usually an ANN calculates its output values by summing the weighted nodes and passes the summation to an activation function, like sigmoid function, to produce the results. The ANN is a system that considered to be adaptive because it changes its internal information (connection weights) according to the external information that flows through the network during the learning stage [29, 30, 31].

The learning of an ANN is the attempt of reducing the errors that occur between the target values and the output results. This stage can be done by the use of a machine learning technique like Back Propagation Neural Network (BPNN). The term BPNN used to describe feed-forward neural networks trained using the Back Propagation (BP) method. The architecture of BPNN is multilayer (Input, Hidden, and Output layers) and the nodes between adjacent layers are fully connected with variant weights, as shown in figure (13). The BP is a supervised learning method that has two phases [32, 33, 34]:

**Forward Phase:**

In which, the outputs that are calculated in one layer are feeds forward to the nodes in the next layer.
Backward Phase:
In which, the errors are computed by the use of an error function, like root mean square error, and if the result is not accepted then update the connection weights in the feed backward way to obtain new outputs in the next iteration. Otherwise, the ANN is considered to be learned.

![Multilayer Neural Network Diagram](image)

**Figure (13): The Multilayer Neural Network.**

The proposed approach suggests a Modified Back Propagation Neural Network (MoBPNN), which differs than the standard BPNN with the following points:

1. The MoBPNN has three phases: Forward, Sort, and Backward phases. The Forward phase is similar to the standard BPNN, The Sort phase arranges the input vectors in ascending order according to their outputs, while the backward phase updates the connection weights using the biggest computed error only in order to approximate the output results to the Target values with less iterations.
2. The initial Target values of the MoBPNN are computed automatically by incrementing a specific value among them depending on the number of input vectors.
3. The MoBPNN is faster than the standard one, as shown in figure (14).
4. The MoBPNN has proved higher accuracy rate in optical character recognition, as shown in figure (15).
5. The MoBPNN is less CPU consuming than the standard BPNN.

The following pseudo code illustrates the Modified Back Propagation.

Set decimal_space to **one**
While not (Determine the values of targets (T_i))
Decimal_space = decimal_space * 0.1
If (decimal_space * vectors_no) equal or less than **one**
Difference_among_targets = 1 / vectors_no
For each target (T_i)
T_i = Difference_among_targets * i
Set Error_learning to (decimal_space * 0.1)
Initialize all weights in network randomly. \{V_{ij} for hidden layer, W_i for Output layer\}
Set learning-condition to false
Set \(\eta\) to no e.g. (\(\eta = 1\)) \{learning rate\}
Set iteration to zero
While Not (learning-condition)
# Forward Phase#
For each vector ($X_i$)
For each Hidden Layer unit ($H_j$)
For each Input unit ($I_k$)
$$H_j = \frac{1}{1 + \exp(-\sum_{k=1}^{n} (I_k V_{kj}))} \quad \{\text{compute values of hidden layer units}\}$$
$$O_i = \frac{1}{1 + \exp(-\sum_{j=1}^{m} (H_j W_{ij}))} \quad \{\text{compute values of output layer units}\}$$

Ranking Vectors ($X_i$) ascending by Output unit ($O_i$)
For each vectors ($X_i$)
$$E_{Oi} = O_i * (1 - O_i) * (T_l - O_i)$$
$$RMSE = RMSE + \text{root square}((O_i - T_l)^2)$$
$$MEV = \text{Vector no of (maximum of } E_{Oi})$$
Set $RMSE = RMSE / \text{no of Vectors}$
if ($RMSE$ equal or less than error_learning) or (max iteration) then
else
Goto step 4 \{to start with new initial weights\}

# Backward Phase#
else
for each hidden layer unit $H_j$ find error ($E_{H_j}$)
$$E_{H_j} = H_{ev(i)} * (1 - H_{ev(j)}) * E_{O_{mev}} * W_j$$
For each hidden layer unit $j$
$$W_{ij} = \eta * E_{O_{mev}} * H_{ev(j)} + W_j$$
For each input layer unit $I_k$
$$V_{kj} = \eta * E_{H_j} * I_k + V_{kj}$$
Incremental iteration by one

<table>
<thead>
<tr>
<th>Standard BP</th>
<th>Modified BI</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Initial weights</td>
<td>20</td>
</tr>
<tr>
<td>Iteration Learning</td>
<td>400000</td>
</tr>
<tr>
<td>Error learning</td>
<td>0.00251</td>
</tr>
<tr>
<td>Learning Time in minute</td>
<td>34.31</td>
</tr>
</tbody>
</table>

Figure (14): Comparison of The Experimental Results.
### Conclusion and Future Works

For better throughput, the Assyrian document should be refined first. Therefore, the proposed system needed the Preprocessing stage to make the input text more clearance. Then, the purified text has to be simplified to its composing components. Thus, the proposed approach contained the Segmentation stage in order to isolate the characters that constituting the input Assyrian text. After that, the segmented characters must be represented by a general form that allows these characters to assume different appearances. Hence, the proposed approach included the Feature Extraction stage to generate seven invariant moments which will be used as the Assyrian character badges for the next stage. Finally, the produced character patterns need to be recognized by the neural network of the Classification stage that is learned through the use of the modified back propagation algorithm to generate the corresponding characters in computerized text file.

The experimental results show the tradeoff between computational and learning time on one hand and the accuracy on the other hand. The moment's values are used as accelerator for both the learning process and the recognition process. In future, suggesting using the Discrete Cosine Transform instead of Moments for more powerful learning and recognition accuracy rate of the modified back propagation neural network.
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