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Abstract

Image preprocessing has assumed an essential part in Arabic Handwriting Recognition System (AHRS). It has several stages which affect the accuracy of the recognition system. An efficient preprocessing framework for Arabic handwriting recognition system has been proposed in this paper. Since preprocessing stage in AHRS is imperative to reduce the dimensionality of image to remove the undesirable information then increase the processing speed of the AHRS. Besides, it provide correction process for the dataset elements to make it work probably through several processes that will discuss in this paper. Exploratory results with artificial and real life images shows that, the proposed method gives an efficient results that help to get a high recognition rate in the AHRS.
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Introduction

Recognition of handwriting has various practical applications in the areas such as postal address reading for mail sorting purposes, cheque recognition and word spotting on a handwritten text page, etc. For recognize handwritten words or characters there are several strategies in the computational pattern recognition such as artificial neural networks and statistical approaches like K-Nearest Neighbor KNN. Naturally, handwriting is cursive due to several factors which are the writer’s style, quality of paper and geometric factors controlled by the writing condition its very unsteady in shape and quality of tracing. Preprocessing is the first step in Handwriting Recognition systems it is helpful to reduce the variability of handwriting by correct these factors and it will help to enhance the accuracy of segmentation and recognition methods[1]. The most important step in handwriting recognition system is preprocessing based on the assumption that extracting and distinguish the objects from the background based on the gray levels. Besides, removing the image noise and the black space in the background is the next step in the preprocessing. The next step in preprocessing is to correct the rotation of the text in image to make a stability for the image which provide clear result for the recognition process epically for the feature extraction step [2]. Furthermore, the image normalization reduces the image size to prepare the last edition of the image and send it to the next step of the recognition process [2].
Related Works

Several researchers have considered the use of such preprocessing for AHRS. Subhash and Neeta [3] proposed new adaptive binarization approach for handwritten document to convert it from grayscale into binary based on the intensity of the pixel value. Furthermore, in [4] the researchers proposed a new algorithm for skew detection and correction based on the vertical and horizontal pixels. In [5] researchers propose a method for image binarization [6]. The algorithm is based on the fact that a document image includes very few pixels of useful information (foreground) compared to the size of the image (foreground + background). It is given the amount of black pixels in relation with all the pixels of the image concerning the cleaned version of the mentioned image in black and white. While in [7] three main stages are used for image thinning which are conditional contour selection, pixel removing, and one pixel width stage. Theses stage normalize the image by removing every two neighbor’s pixels and make it as a single pixel. Most of the researches in handwriting recognition field face big issue in character segmentation which affect the recognition accuracy and make it low because of the differences in the handwriting styles of the writers. Therefore, working with the word handwriting level is more efficient to avoid the critical issue of the segmentation. In this work represent a proposed framework for image preprocessing stage based on several methods, for Arabic Handwriting Recognition System AHRS.

Characteristics of the Arabic Writing

Arabic language is a widely used language as more than one billion people use Arabic in either their daily activities or religion-related activities [8]. Arabic language is cursive and written from right to left. It has 28 basic letters and eight diacritics [8]. Each Arabic letter can has different shape according to its position in the word. Moreover, there are different fonts that make Arabic character shape changed dramatically [9]. The table below shows the 28 letters and their various forms. Each letter has multiple forms depending on its position in the word. Each letter is drawn in an isolated form when it is written alone, and is drawn in up to three other forms when it is written connected to other letters in the word. For example, the letter Ain
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has four forms: Isolated form (ع) and Initial, Medial, and Final forms (عـعـع)، respectively from right to left.

Furthermore, letters Hamza, Teh, and Alef have other forms, as shown in the table1 within a word, every letter can connect from the right with the previous letter. However, there are six letters that do not connect from the left with the next letter [8].

**Table 1: Arabic Letters and Their Forms**

<table>
<thead>
<tr>
<th>Character</th>
<th>Isolated</th>
<th>Initial</th>
<th>Medial</th>
<th>Final</th>
<th>Character</th>
<th>Isolated</th>
<th>Initial</th>
<th>Medial</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alif</td>
<td>ا</td>
<td>مـ</td>
<td>ضـ</td>
<td>حـ</td>
<td>Dhad</td>
<td>ضـ</td>
<td>ضـ</td>
<td>ضـ</td>
<td>حـ</td>
</tr>
<tr>
<td>Ba</td>
<td>بـ</td>
<td>تـ</td>
<td>تـ</td>
<td>تـ</td>
<td>Taa</td>
<td>طـ</td>
<td>طـ</td>
<td>طـ</td>
<td>تـ</td>
</tr>
<tr>
<td>Ta</td>
<td>تـ</td>
<td>تـ</td>
<td>تـ</td>
<td>تـ</td>
<td>Dha</td>
<td>طـ</td>
<td>طـ</td>
<td>طـ</td>
<td>تـ</td>
</tr>
<tr>
<td>Tha</td>
<td>ثـ</td>
<td>ثـ</td>
<td>ثـ</td>
<td>ثـ</td>
<td>Ain</td>
<td>عـ</td>
<td>عـ</td>
<td>عـ</td>
<td>مـ</td>
</tr>
<tr>
<td>Jeem</td>
<td>جـ</td>
<td>جـ</td>
<td>جـ</td>
<td>جـ</td>
<td>Ghain</td>
<td>غـ</td>
<td>غـ</td>
<td>غـ</td>
<td>مـ</td>
</tr>
<tr>
<td>Ha</td>
<td>حـ</td>
<td>حـ</td>
<td>حـ</td>
<td>حـ</td>
<td>Fa</td>
<td>فـ</td>
<td>فـ</td>
<td>فـ</td>
<td>مـ</td>
</tr>
<tr>
<td>Kha</td>
<td>خـ</td>
<td>خـ</td>
<td>خـ</td>
<td>خـ</td>
<td>Qaf</td>
<td>قـ</td>
<td>قـ</td>
<td>قـ</td>
<td>مـ</td>
</tr>
<tr>
<td>Dal</td>
<td>دـ</td>
<td>دـ</td>
<td>دـ</td>
<td>دـ</td>
<td>Kaf</td>
<td>كـ</td>
<td>كـ</td>
<td>كـ</td>
<td>مـ</td>
</tr>
<tr>
<td>Thal</td>
<td>ذـ</td>
<td>ذـ</td>
<td>ذـ</td>
<td>ذـ</td>
<td>Lam</td>
<td>لـ</td>
<td>لـ</td>
<td>لـ</td>
<td>مـ</td>
</tr>
<tr>
<td>Rai</td>
<td>رـ</td>
<td>رـ</td>
<td>رـ</td>
<td>رـ</td>
<td>Meem</td>
<td>مـ</td>
<td>مـ</td>
<td>مـ</td>
<td>مـ</td>
</tr>
<tr>
<td>Zai</td>
<td>صـ</td>
<td>صـ</td>
<td>صـ</td>
<td>صـ</td>
<td>Noon</td>
<td>نـ</td>
<td>نـ</td>
<td>نـ</td>
<td>مـ</td>
</tr>
<tr>
<td>Seen</td>
<td>سـ</td>
<td>سـ</td>
<td>سـ</td>
<td>سـ</td>
<td>Ha</td>
<td>هـ</td>
<td>هـ</td>
<td>هـ</td>
<td>مـ</td>
</tr>
<tr>
<td>Sheen</td>
<td>شـ</td>
<td>شـ</td>
<td>شـ</td>
<td>شـ</td>
<td>Waw</td>
<td>وـ</td>
<td>وـ</td>
<td>وـ</td>
<td>مـ</td>
</tr>
<tr>
<td>Sad</td>
<td>صـ</td>
<td>صـ</td>
<td>صـ</td>
<td>صـ</td>
<td>Ya</td>
<td>يـ</td>
<td>يـ</td>
<td>يـ</td>
<td>مـ</td>
</tr>
</tbody>
</table>

**The Proposed Framework**

The proposed framework involves several steps which are image binarization, noise removal, remove image background, skew detection and correction then image thinning and normalization. Figure (1) illustrates the main steps of the proposed framework.
Figure 1: The proposed Framework

1. Database
Here an Arabic word image database has been proposed. The dataset collected from different people with different ages and education background. All the participants received white papers and write down the most Arabic words. Figure 2 shows the collection of our dataset samples.

Figure 2: Arabic handwriting words database
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2. Image Thresholding and Noise Removal

The input to the AHRS is a RGB text image which has the Arabic word. Before any processing could take place, it was then necessary to convert RGB images into grayscale representations of the handwriting. The first step in the proposed method is the image thresholding which convert the input image from grayscale into binary to reduce the image dimensionality which reduce the processing time. A thresholding method based on Fuzzy C-Means clustering (FCM) that proposed in [10] has been used to convert the input grayscale image into binary in this paper. After that, median filter has been used to remove undesired information from the binary image as shown in figure (3).

![Image Thresholding](image-url)

3. Remove the White Space

The second step of the propose method is removing the unwanted white space in the image background. The white space representing by (0) value which can affect the feature extraction result and make it not efficient. The proposed approach for the removing the black space is based on using the BoundingBox tool in Matlab. First, the number of (0) values are calculated from the all image borders until the text as shown in figure (4).

![Calculating of (0) values](image-url)
After calculating the number of (0) values from the borders into the text, the minimum distance of the results are save it for the all borders directions. The second step is drawing a BoundingBox around the saved distances points and crop the image from these points. The result of the remove white space method is illustrates in figure (5).

![Input Image vs Output Image](image)

**Figure5: the output of remove the white space method**

### 4. Skew Detection and Correction

Skew/rotation is a big challenge that face the handwriting recognition. The handwriting dataset has groups of same text images for different writers. Each of these images has different style and rotation depends on the writer style. Therefore, there is a need for a method to fix this problem and make all the dataset images be in the same skew. To start with detecting and correcting the image skew, several steps has been take place.

**Algorithm of skew detection and correction**

Step1: Load Image.

Step2: Finding the Horizontal projection profile of the input image.

Step3: Finding the histogram of the horizontal projection profile.

Step4: Display the histogram of horizontal projection.
The main purpose of the skew detection is to determine the skew and the baseline of the image. The baseline is a vertical reference position for the characters and subwords in a handwritten text line image. The baseline is represent the line of the notebook that the writers used for writing the text. An example of the baseline can be shown in figure 7.

Figure 6: Horizontal projection Profile

Figure 7: Baseline of text image

The image skew can be determine through calculating the maximum peak in the histogram of the horizontal and vertical projection profile. However, to correct the image skew the image is rotated by positive and negative angle then after each rotation the maximum peak is calculated and compare it with the other peaks until get the higher one to make the baseline of the text image in the correct direction as shown in figure 8.

Figure 8: Skew correction method
According to the results in figure (8), the maximum peak of the histogram after rotate the image in positive and negative direction is 130. Furthermore, all the images in the dataset will have the same skew after applying the above method.

5. Image Thinning

The process to reduce image size to compact size and find the medial axis which defines as a set of pixels S where these pixels have an equal distance from the boundary pixels around it, and the output of this process is skeleton for the handwritten word, this process must save the geometry and the connections between the characters and the location of original character [11, 12], based on border pixels removing recursively taking into account saving the geometry, location and connections.

Skeleton representation advantages:
– Good way to represent the structural relations between components in the pattern.
– Wide-range used [12] for character, word, signature and handprint recognition systems.

Figure (9) illustrate the results of applying skeleton image method that proposed in [12].

![Figure 9: Image Thinning](image-url)
6. Size Normalization

The proposed Arabic dataset has various image sizes. It is important to make all the images in the dataset in the same size and make the recognition process faster. According to [13] the 128*128 is the best size for recognition. All the dataset normalize into size 128*128 an example in figure (10) for this normalization.

![Input Image vs Normalized Image](image)

**Figure10: Image normalization**

After the normalization step the images are ready for the next step in recognition system which are feature extraction then classification.

**Experimental Evaluation and Discussion**

The proposed framework is implemented using Matlab R2015a version, under windows7 64-bit Operating System, with RAM 6GB, CPU 2.50GHz core i5 and it achieved fast and effective results. Besides, the proposed framework has been applied for several images with different size and it gives a good results. However, the proposed framework has applied for standard database which is IESK-arDB[14] .The IESK-arDB is an off-line handwritten database. It contains 280 pages of a 14th century historical manuscripts, more than 4000 handwritten word images, and 6000 segmented character images. The word database vocabulary covers most of Arabic part of speech nouns, verbs, country/city names, security terms, and words used for writing bank amounts. The images from IESK-arDB has been tested also as shown in figure11.
An Efficient Preprocessing Framework for Arabic Handwriting Recognition System

Alia Karim Abdul Hassan  Mustafa S. Kadhm

Figure 11: Image before and after applying the proposed framework

The main benefits of the proposed framework is the representing of the text images with less number of foreground and background pixels. The number of the foreground and background image pixels can be obtained by applying the following algorithm:

Algorithm to count the image pixels

Step1: Load Image.
Step2: Scan the image from left to right and gave a label to each object using (BoundingBox).
Step3: Measure properties of image regions.
Step4: Initialize a counter=0.
Step5: Start a loop (in case there are more than one object in the image).
Step6: crop the mask according to (BoundingBox).
Step7: Counting the foreground and background pixels.
Step8: end of the loop
Step9: Print the result (number of the image pixels).

After applying the code 1 on the images in figure (10) the results shows that, the number of pixel after implementing the proposed framework less than the pixels in the original images and in the same time it keep representing the text in images without any loose of the desired pixels as shown in figure (12).
After test several images by the proposed framework, the average of the reduced pixels has been obtained. The medium range of the number of foreground pixels of the input images is 17200 and the number of background pixels is 14000. However, the medium range of the number of foreground pixels of the output images is 400 and the number of background pixels is 400. Therefore, the average of the reduced pixels in the foreground is 43% and the average of the reduced pixels in the background is 35%. Moreover, after obtaining the histograms of the input images after before any process then after applying the proposed framework, the histograms shows that the output images still have the same representation of the input images with less pixels. Besides, there are no missing important pixels which may distort the output images. Figure(13) illustrate the histograms of the input and output images.
Moreover, another major that can apply to check effected of the proposed framework is the entropy. Image entropy is a quantity which is used to describe the ‘business’ of an image. An image that is perfectly flat will have an entropy of zero. On the other hand, high entropy images such as an image of heavily cratered areas on the moon have a great deal of contrast from one pixel to the next. Figure 14 shows the image entropy, before and after applying the proposed framework.

**Figure 14: Images entropy**
The last major used to evaluate the framework is the image matching technique. Discrete Cosine Transform (DCT) [15] has been applied for the input and output images of the frame work to extraction the features of the images. Each image will have a 120 feature vector to represent the extracted features. Besides that, K Nearest Neighbor (KNN) [16] is applied for matching between the images. The matching accuracy between the input and output images was 100%. Figure15 illustrate the matching technique.

![Figure15: Images Matching](image)

Most of the existing work using a common thresholding methods [17]. By applying the existing methods and the proposed method, it shows that the number of noise and misclassified pixels in our proposed method are less than the other methods. The output image of the propose method is more clear, readable as shown in figure16 and will be important for the next stage of handwriting recognition system, since the unclear image with noise will affect the accuracy result of the recognition process[18].
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Figure16: Comparative outputs of various thresholding methods and the proposed method

Furthermore, we have implemented the proposed method in MATLAB on a set of 500 handwritten text Images of IESK-arDB database. The proposed method could determine the exact amount of skew in each image efficiently. We have also implemented the linear regression and bounding box methods, and Hough transform. The comparative analysis is summarized in Table 2.

Table 2: Results Comparison

<table>
<thead>
<tr>
<th>Compare Methods</th>
<th>Skew angle</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bounding Box Method</td>
<td>0 – 25 Degrees</td>
<td>78.40</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>0 – 360 Degrees</td>
<td>85.20</td>
</tr>
<tr>
<td>Hough Transformation</td>
<td>0 – 180 Degrees</td>
<td>98.30</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>0 – 360 Degrees</td>
<td>98.55</td>
</tr>
</tbody>
</table>

The results of the proposed framework make the feature extraction method work simple and fast, because there is no need for complex process to obtain the feature vector since there are few pixels to represent each image. This concept lead to make the recognition process fast and efficient in terms of memory processing and recognition accuracy.

Conclusion

An efficient framework for image preprocessing stage in the Arabic Handwriting Recognition System (AHRS) has been proposed in this paper. Several methods discussed start from image binarization, noise removal, remove image background, skew detection and correction then image thinning and normalization. Experiments, an efficient results has been obtained from the
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The proposed framework which has very good affect for the recognition processing speed and accuracy of AHRS.
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