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Abstract
A new approach for solving degenerate linear system, is developed, by constructing new rules, making use of the philosophy of redundancy constraints, whether the selective pivot degenerate constraint is active or not. A good results have been obtain compared with the lowest-index rules for solving such problems.
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1. Introduction:
The degeneracy is the worst-case complexity of the randomized simplex algorithm. It is well know that every linear programming (LP)problem can be perturbed into a non-degenerate (ND) problem [6,9,10]. The original proof that the simplex algorithm would converge to an optimal solution based on the non-degenerate assumption (NDA). For such a problem, if a problem does not satisfy the NDA, then there is the possibility that the simplex algorithm would not converge to the optimal solution, that is, it would be cycle. Problem that did not satisfy the NDA were easy to construct, but to find one that did not converge took some effort. The first instance of a linear programming problem that was shown to cycle is the one constructed by Hoffman [6].

All commercial LP software that we are aware of apply rules for handling degeneracy, braking ties, perturbation techniques, and composite primal and dual computations that enable the computer-based simplex algorithm to converge to an optimal solution even if the given problem exhibits classical cycling. The following linear programming problem has been considered:

Minimize $^TCX$

Subject to:

$AX\geq B,$

$X\geq 0$

Where $X=(x_1,x_2,\ldots,x_n)^T$, $C^T=(c_1,c_2,\ldots,c_n)$, $B=(b_1,b_2,\ldots,b_n)^T$, with $b_i=0$ (for some $i$) and $A=m^*n$ matrix.
A degenerate system could cause difficulties during performing the simplex method. Degeneracy may become evident in the simplex method, when leaving variable is being selected in the iterative process, under the pivot column which determines the leaving variable if there is a tie (if the minimum ratio is the same for two or more rows), arbitrary selection of one of these variables may result in one or more variables becoming zero in the next iteration and the problem become degenerate, and in this case, it is usual that one or more of the subsequent pivots will be degenerate, and return to a case that has appeared before, in which case the simplex enters an infinite loop and never attains to the optimal solution, and this behavior is called “Cycling”. Therefore, if the simplex method cycles, then all the pivots within the cycle must be degenerate, since the objective function value never changes. Hence, it follows that all the pivots within the cycle must have the same objective function value, i.e., all of these pivots must be degenerate. In practice, degeneracy is very common, but cycling is rare. In fact, it is so rare that most efficient implementations do not take precautions against it.

2. Previous Approach:

The first method, that deals with the degeneracy is the perturbation for each constraint, and smaller on each succeeding constraint, in which it turns out that the method produces a variant of the simplex method that never cycle [12]. In [5] and [7], a modified the simplex method that do not cycle, by making a new pivoting rules for which the simplex method will definitely either reach an optimal solution or prove that no such solution exists, are presented. One of the modifications rules is in the selecting choices, when there are ties in selecting the variable $x_k$ to enter the basic solution and ties occur in selecting the variable $x_j$ to be removed from the basic solution. In selecting $x_k$, we can choose any variable that will improve the value of the objective function, while the choice of $x_j$ must correspond to a basis change that preserves feasibility, in which it does require a different and more computationally involved process for determining $x_j$. In contrast, a very-easy-to-use anti cycling procedure, due to Bland in [3], requires the selection of both $x_k$ and $x_l$ to be made under modified, but simple, decision rules. The modified rules are the following:

1. Among all candidates to enter the basic solution, select the variable $x_j$ having the lowest index.
2. Among all candidates to leave the basic solution, select variable $x_i$ having the lowest index.

One possible use of the lowest-index rules is as an anti-degeneracy procedure; that is apply the rules to a problem after a number of iterations have been completed without a change in the value of the objective function. To demonstrate the performance, of the standard simplex, and the lowest –index rules, we will consider the following problem [4]:

Minimize $Z = -\frac{3}{4}x_1 + 150x_2 - \frac{1}{50}x_3 + 6x_4$

Subject to:

\[
\begin{align*}
1/4x_1 - 60x_2 - 1/25x_3 + 9x_4 + x_5 &= 0 \\
1/2x_1 - 90x_2 - 1/50x_3 + 3x_4 + x_6 &= 0 \\
x_3 + x_7 &= 1 \\
x_j &\geq 0, \ j = 1,2,3,4...7
\end{align*}
\]

The iterations of the cycle are shown in [4], using the standard rule for selecting a vector to enter the basis, and, seven iterations the solution is identical the first one and never reached to optimal solution. But whenever ties occur in which vector is to leave by applying the degeneracy procedure, that choosing one with the lowest index, a different sequence of solutions is obtained and determine the minimum solution.
3. Proposed Approach:

Although the lowest-index rules are easy to apply, but still inefficient from the point of the number of simplex iterations in solving the problem, in which, tests had been done, where the standard rules and the lowest-index rules were compared showed that the standard rules required less number of iterations on their test problems, see [8].

Before we propose our approach, first, we present some essential definitions that are required in our approach, see [1], [2] and [5]. We consider the feasible region \( \Omega \) define as following
\[
\Omega = \{ x \in R^n; A_i^T x \leq b_i, i \in I \},
\]
where \( A_i^T \leq b_i \) is refer to the \( i \)-th constraint. The region represented by all but the \( i \)-th constraint is given by
\[
\Omega_j = \{ x \in R^n; A_j^T x \leq b_j, i \in I \setminus \{j\} \},
\]
where \( I \setminus \{j\} \) is the set \( I \) with the element \( j \) removed.

**Definition (3.1):** The \( i \)-th constr. \( A_i^T x \leq b_i \) is said to be inactive in the description of \( \Omega \) if \( \Omega = \Omega_j \), and otherwise is said to be active.

**Definition (3.2):** The \( i \)-th constr. \( A_k^T x \leq b_k \) , \( \forall k \) with \( b_k = 0 \) is an active constraint, if \( a_{kj} \geq 0 \) for all index \( j \) correspond to nonbasic slack variables.

In this paper, we are implemented the philosophy of active constraints in a degenerate linear system, in order to overcome this problem, by investigating two rules, based on, whether the \( i \)-th constraints \( A_i^T x = 0 \), can be identified are active or not, in order to be selected as a pivot constraint or not, in performing the simplex method. The correct identification of active constraints is important from both a theoretical and a practical point of view. Theoretically, the identification of the active constraints is not difficult. However, as far as we are aware of, to date no technique can successfully identify all active constraints, see [1], [2], [5], and [11]. To do this, we are presenting the following definition.

**Definition (3.3):** The projection \( P_j(x_k) \) of the point \( x_k \) onto the hyper plane \( H_j = \{ x \in R^n; A_j^T x = b_j \} \), is defined by
\[
P_j(x_k) = x_k + A_j(b_j - A_j^T x_k).
\]
Consequently, we have
\[
\| P_j(x_k) - x_k \| = A_j(b_j - A_j^T x_k) = \text{dis}(x_k, H_j).
\]

In [2], a definition of local inactive nonlinear constraint is presented, which is of no use, in identifying whether the constraint is active or not, (since local redundant constraint may be non-redundant in another local feasible region), as illustrated in the following figure:

\[\text{(An illustration of a locally active constraint. Constraint 1 is locally active at } x_k)\]

Therefore, we prefer to define a local active constraint, which its existence is necessary to keep the whole feasible region of the problem unchanged. In doing so, we set \( \delta > 0 \), and define
We use the usual definition of the distance function \( \text{dis}(\cdot) \) between the point and set of linear equations. Suppose that "\( \varepsilon \)" the infimum distance between the point \( x \) and the set of the constraints \( \Omega \) at a local region, we can present the following definition.

**Definition (3.4):** The constraint \( A_r(x) \leq 0 \) is **locally active** at \( x \) if there exist an open set \( \delta(\varepsilon) \), such that \( A_r \in \Omega \cap \delta(\varepsilon) \) & \( \Omega_r \cap \delta(\varepsilon) = \emptyset \), where \( \delta(\varepsilon) \) is the closer of \( \delta \).

We can state the above definition into another way:

**Definition (3.5):** The constraint \( A_r(x) \leq 0 \) is **locally active** at \( x \), if for some \( \varepsilon \), \( \Omega \cap \delta(\varepsilon) \neq \Omega_r \cap \delta(\varepsilon) \).

Otherwise, it is in active. If we denote the following:

- \( x_j^B = \text{Basic Real variables} \ (j=1, \ldots, n) \),
- \( s_i^B = \text{Basic Slack variables} \ (i=1, \ldots, m) \),
- \( \text{int}(x_k) = \text{Interior feasible point at the current iteration } k \),
- \( \text{dist} (\text{int}(x_k), A_i) = \text{The distance between the int}(x_k) \text{ and the } i\text{-th constraint } A_i \).

Our procedure, start at any iteration with degenerate solution, by constructing the feasible interior point \( \text{int}(x_k) \) near the current extreme solution, as in the case of degenerate active, when the basis at the iteration \( k \) does not have full rank, and the active constraints are linearly dependent, which can be illustrated by the following example, see [2].

Suppose that, the feasible region, is defined by the following linear system of inequalities:

\[
\begin{align*}
  x_1 - 2x_2 - 2x_3 & \leq 0 \\
  -2x_1 + x_2 - 2x_3 & \leq 0 \\
  -2x_1 - 2x_2 + x_3 & \leq 0 \\
  x_1 & \geq 0 \\
  x_2 & \geq 0 \\
  x_3 & \geq 0
\end{align*}
\]

If the \( \text{int}(x_k) \mathbb{R}^3 \) is near the origin, all six constraints are active, linearly dependent, and illustrated in the following figure:

![Diagram of a feasible region with six constraints](image)

Now, we can state the following tests:

**Test (1):**

At any degenerate linear system, if basic real variable \( x_j^B = 0 \), with the positive coefficient in the objective function, and its corresponding current pivot element is positive, and then it is an inefficient variable.

**Test (2):**

At any degenerate constraint \( A_r x \leq b_r \), with all coefficient are non-negative, a variable \( x_k \) correspond positive coefficient inefficient.
Test (3): At any iteration, a variable $x_k$, with negative reduce cost is inefficient, if its all column coefficient are non-positive.

Test (4): At any iteration, a variable $x_k$, with negative reduce cost is inefficient, its all column coefficient corresponding to each degenerate constraint.

Test (5): At any degenerate solution, if the constraint $A_r$ corresponding to $\text{Min}_{i} \{ \text{dis}(\text{int}(x^B_j),A_j) \}$, then $A_r$ is an active constraint.

As a result of the above tests, the following theorem can be stated:

Theorem: The modified simplex method for degeneracy problem, always terminated in less number of iteration, provided that the leaving variable is selected according to test (5).

Proof: The constriction of an interior feasible solution and Applying test(5) to identify the pivot constraint, is presented the simplex pivot iteration from cycling, and the iteration will terminated. while the other remain tests, is presented any inefficient variable from entering the basis, since such variables are enter the basis and leaving the basis later, therefore the iteration of our modification method is converge either the optimal or unbounded solution, and terminated after a finite less number of iterations.

<table>
<thead>
<tr>
<th>Basis</th>
<th>b</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
<th>$x_6$</th>
<th>$x_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-3/4</td>
<td>150</td>
<td>-1/50</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$x_5$</td>
<td>0</td>
<td>0</td>
<td>1/4</td>
<td>-60</td>
<td>-1/25</td>
<td>9</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$x_6$</td>
<td>0</td>
<td>0</td>
<td>1/2</td>
<td>-90</td>
<td>-1/30</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$x_7$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$z_j-c_j$</td>
<td>3/4</td>
<td>-150</td>
<td>1/50</td>
<td>-6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

According to test (3) $x_2$ is an inefficient variable, and it may be deleted from the tableau, and according to test(5) constraint 2 is more active than constraint 1, and become the pivot constraint.

II

<table>
<thead>
<tr>
<th>Basis</th>
<th>B</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
<th>$x_6$</th>
<th>$x_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-3/4</td>
<td>150</td>
<td>-1/50</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$x_5$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-15</td>
<td>-7/300</td>
<td>15/2</td>
<td>1</td>
<td>-1/2</td>
</tr>
<tr>
<td>$x_1$</td>
<td>-3/4</td>
<td>0</td>
<td>1</td>
<td>-180</td>
<td>-1/15</td>
<td>6</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>$x_7$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$z_j-c_j$</td>
<td>0</td>
<td>0</td>
<td>-15</td>
<td>7/100</td>
<td>-21/2</td>
<td>0</td>
<td>-3/2</td>
<td>0</td>
</tr>
</tbody>
</table>
Problem 1[7]
Minimize \(-2.2361x_4+2x_5+4x_7+3.6180x_8+3.236x_9+3.6180x_{10}+0.764x_{11}\)
Subject to:
\[x_1 = 1\]
\[x_2 + 0.3090x_4 - 0.6180x_5 - 0.8090x_6 - 0.3820x_7 - 0.8090x_8 + 0.3820x_9 + 0.3090x_{10} + 0.6180x_{11} = 0\]
\[x_3 + 1.4635x_4 + 0.3090x_5 + 1.4635x_6 - 0.8090x_7 - 0.9045x_8 - 0.8090x_9 + 0.3090x_{10} + 0.6180x_{11} = 0\]
\[x_j \geq 0\]
Solution: \(x_1 = 1; x_j = 0 (j = 2, ..., 11); \text{Minimum} = 0; \text{Cycle} = 10 \text{"MathLab Version 6"; no cycle "Proposed Method".}\)

Problem 2[9]
Maximize \(x_3 - x_4 + x_5 - x_6\)
Subject to:
\[x_1 + 2x_3 - 3x_4 - 5x_5 + 6x_6 = 0\]
\[x_2 + 6x_3 - 5x_4 + 2x_6 = 0\]
\[3x_3 + x_4 + 2x_5 + 4x_6 + x_7 = 1\]
\[x_j \geq 0\]
Solution: \(x_1 = 2.5; x_2 = 1.5; x_5 = 0.5; \text{Maximize} = 0.5; \text{Cycle} = 6 \text{"MathLab Version 6"; no cycle "Proposed Method".}\)

Problem 3[9]
Maximize \(x_3 - x_4 + x_5 - x_6\)
Subject to:
\[x_1 + x_3 - 3x_4 - 5x_5 + 6x_6 = 0\]
\[x_2 + 6x_3 - 5x_4 + 2x_6 = 0\]
\[3x_3 + x_4 + 2x_5 + 4x_6 + x_7 = 1\]
\[x_j \geq 0\]
Solution: \(x_1 = 3; x_2 = 2; x_5 = 1; \text{Minimum} = 1; \text{Cycle} = 6 \text{"MathLab Version 6"; no cycle "Proposed Method".}\)

Problem 4[6]
Maximize \(2x_1 + 4x_4 + 4x_6\)
Subject to:
\[x_1 - 3x_2 - x_3 - x_4 - x_5 + 6x_6 = 0\]
\[2x_2 + x_3 - 35x_4 - x_5 + 2x_6 = 0\]
\[x_j \geq 0\]
Solution: All variable = 0; Minimum = 0; Cycle = 6 "MathLab Version 6"; no cycle "Proposed Method".
**Problem 5**
Minimize \(-2x_3 + 8x_5 + 2x_6\)
Subject to:
\[x_1 - 7x_3 - 3x_4 + 7x_5 + 2x_6 = 0\]
\[x_2 + 2x_3 + x_4 - 3x_5 - x_6 = 0\]
\[x_j \geq 0\]
Solution: All variable = 0; Minimum = 0; Cycle = 6"MathLab Version 6"; no cycle "Proposed Method".

**Problem 6**
Maximize \(3x_1 - 80x_2 + 2x_3 - 24x_4\)
Subject to:
\[x_1 - 32x_2 - 4x_3 + 36x_4 + x_5 = 0\]
\[x_1 - 24x_2 - x_3 + 6x_4 + x_6 = 0\]
\[x_j \geq 0\]
Solution: Unbounded; Cycle = 6"MathLab Version 6"; no cycle "Proposed Method".

**Discussion and Conclusion:**

One can see, applying lowest-index rules, the solution path is different that the solution path in standard simplex method, and more number of iterations are needed to be performed to reach an optimal solution. While as we have seen, applying our suggestion rules in selecting the pivot constraint and ignoring any inefficient variable to enter the basis, will change the solution path in an optimal direction to reach an optimal solution, in two iteration only, comparing with six iteration by applying the lowest-index rules. We believe that in the degeneracy linear system, the performing of the lowest-index rules, does not considering the selected pivot constraint, whether, active or not, among several degenerate constraints, would cause a different path solution to reach optimal solution. Indeed, such result, required more studies to be done, on different structure of degeneracy problems to extend and verify a theory of our approach.
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