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Abstract

In this paper we study a numerical solution of coupled BBM systems of Boussinesq type, which describes approximately the two ways propagation of surface wave in a uniform horizontal channel of length l filled in its undisturbed depth h. This paper is devoted to drive the matrix algebraic equation for the one-dimensional nonlinear BBM system which is obtaining from using the implicit finite difference method. The convergence analysis of the solution is proved. Numerical experiments are presented with a variety of initial conditions describing the generation and evolution of such waves, and their interactions.
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1. Introduction

There are many models for studying weakly nonlinear dispersive water waves in a channel or in the near shore zone. For one-way waves, namely when the wave motion occurs in one-direction, the well known KdV (Korteweg–de Vries) and BBM (Benjamin–Bona–Mahoney) equations are the most studied. For two-way waves, a four parameter class of model equations (which are called Boussinesq-type systems)

\[ \begin{align*}
    v_t + u_x + (vu)_x + au_{xxx} - bv_{xxx} &= 0 \\
    u_t + v_x + uu_x + cv_{xxx} - du_{xxx} &= 0
\end{align*} \]  

(1)

was put forward by Bona, Chen and Saut [7], to describe approximately the two-dimensional propagation of surface waves in a uniform horizontal channel of length \( L \) filled with an irrotational, incompressible, inviscid fluid, which in its undisturbed state has depth \( h \). The non-dimensional variables \( v(x,t) \) and \( u(x,t) \) represent, respectively, the deviation of the water surface from its undisturbed position and the horizontal velocity. It is shown in [7, 8] that a physically relevant system in (1) is linearly well posed and locally nonlinearly well posed in certain natural Sobolev spaces if the constants \( a, b, c, d \) satisfy

\[ b, d \geq 0, a, c \leq 0 \]

or

\[ b, d \geq 0, a = c > 0 \].

It is also shown in [6, 11] that the above systems have the capacity to capture the main characteristics of the flow in an ideal fluid. But when the damping effect is comparable with the effects of nonlinearity and/or dispersion, as occurs in the real laboratory-scale experiments and in the fields (see [11, 5, 2, 10]), it should be considered in order for the model and its numerical results to correspond in detail with the experiments.

The authors in [15] show that the initial-boundary value problem for the form system (1) posed on a bounded smooth plane domain with homogenous Dirichlet or Neumann or reflective (mixed) boundary conditions is locally well-posed in \( H^1 \). Also this system is a good candidate for modeling long waves of small to moderate amplitude, with homogenous Dirichlet boundary conditions and it is well-posed and with nice properties, such as the presence of the operator \( 1 - \partial_x^2 \), the existence of Hamiltonian and well-developed numerical schemes (see [6,8]. The existing of line solitary waves, line cnoidal waves symmetric and asymmetric periodic wave pattern are proved in [4, 12, 13].. We refer the reader to paper [4] to show the existence of periodic travelling-wave solutions \( (v(x,t),u(x,t)) \) of the form:

\[ \begin{align*}
    v(x,t) &= v(x - wt) = \sum_{n=-\infty}^{\infty} v_n e^{i(n\pi/l)(x-wt)} \\
    u(x,t) &= u(x - wt) = \sum_{n=-\infty}^{\infty} u_n e^{i(n\pi/l)(x-wt)}
\end{align*} \]

where \( l \) and \( w \) connote the half-period and the phase speed, respectively, and it is proved that for any \( |w|^2 \) max\( \left\{ 1, \frac{ac}{bd} \right\} \) or \( |w|^2 \) min\( \left\{ 1, \frac{a+c}{b+d} \frac{ac}{bd} \right\} \),and for any large enough \( l \), there exists an infinitely smooth non-trivial periodic traveling-wave solutions to system (1).

In [8], the authors proved that the solution of the BBM-BBM type system exists and unique by defining the solution of the system as integral equation. Chen in[11],
established the existence of solitary waves for several Boussinesq systems, including the BBM-BBM type. In [3] the authors studied numerically the solution of the system of Bona-smith family. In this paper we will study the Boussinesq system of the type BBM-BBM corresponds to \( a = c = 0, b = d = \frac{1}{6} \), i.e.

\[
\begin{align*}
\frac{v_t + u_x + (vu)_x}{u_t + v_x + uu_x} = \frac{1}{6}v_{xx} = 0 \\
\frac{u_t + v_x + uu_x}{u_t + v_x + uu_x} = \frac{1}{6}u_{xx} = 0
\end{align*}
\]  

Where \( v = v(x,t) \), \( u = u(x,t) \) are functions from \( (0,L) \times (0,\infty) \subset \mathbb{R} \times \mathbb{R} \) to \( \mathbb{R} \) with Dirichlet conditions: \( v(0,t) = v(L,t) = u(0,t) = u(L,t) = 0 \), and the initial conditions are \( v(x,0) = f(x), u(x,0) = g(x) \).

In section two of this paper we derive the matrix equation for the system (2) using implicit finite difference method. Also we proposed a theorem that the solution of system (2) can exist by finite difference method. In the last section we present numerically the generation, evolution and the interaction between two solitary waves of the system.

2. Derivation of the matrix equation using the finite Difference Method

The solutions are approximated numerically on the domain \( 0 \leq x \leq L \), with uniform mesh size taken:

\[
x_i = i\Delta x \quad i = 0,1,2,...,N
\]
\[
t_j = j\Delta t \quad j = 0,1,2,...,M
\]

The discretized solution of the equation (2a) is

\[
\frac{1}{k}(v^i(x_i) - v^{i-1}(x_i)) + \frac{2}{h}(u^{i+1}(x_{i+1}) - u^{i-1}(x_{i-1})) + \frac{u^i(x_i)}{2h}(v^i(x_{i+1}) - v^i(x_{i-1})) + \frac{v^i(x_i)}{2h}(u^i(x_{i+1}) - u^i(x_{i-1})) - \frac{1}{6h^2k}(v^i(x_{i+1}) - 2v^i(x_i) + v^i(x_{i-1}) - v^{i-1}(x_{i+1}) + 2v^{i-1}(x_i) - v^{i-1}(x_{i-1})) = 0
\]

Divide the interval \( (0,L) \) into \( n \) subintervals \( (x_{i-1},x_i) \) with length \( \frac{1}{n}, i = 1,2,...,n \), \( 0 = x_0 < x_1 < x_2 < ... < x_n = L \), and multiply equation (3) by \( k \), we get the following equation

\[
\frac{1}{k}(v^i(x_i) - v^{i-1}(x_i)) + \frac{k}{2h}(u^{i+1}(x_{i+1}) - u^{i-1}(x_{i-1})) + \frac{ku^i(x_i)}{2h}(v^i(x_{i+1}) - v^i(x_{i-1})) + \frac{kv^i(x_i)}{2h}(u^i(x_{i+1}) - u^i(x_{i-1})) - \frac{1}{6h^2}(v^i(x_{i+1}) - 2v^i(x_i) + v^i(x_{i-1}) - v^{i-1}(x_{i+1}) + 2v^{i-1}(x_i) - v^{i-1}(x_{i-1})) = 0
\]

After arranging the above equation in terms of \( v^i(x_{i-1}), v^i(x_i) \) and \( v^i(x_{i+1}) \), we get
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\[ A_i(u^j(x_i))v^j(x_{i-1}) + B_i(u^j(x_i))v^j(x_i) + C_i(u^j(x_i))v^j(x_{i+1}) = F_i(u^{j-1}, v^{j-1}) \]  
\[ i = 1, 2, \ldots, n-1 \]

where

\[ A_i(u^j(x_i)) = \left( -\frac{k}{2h} u^j(x_i) - \frac{1}{6h^2} \right) \]

\[ B_i(u^j(x_i)) = (1 + \frac{k}{2h} (u^j(x_{i+1}) - u^j(x_{i-1})) + \frac{1}{3h^2}) \]

\[ C_i(u^j(x_i)) = \left( \frac{k}{2h} u^j(x_i) - \frac{1}{6h^2} \right) \]

\[ F_i(u^{j-1}, v^{j-1}) = v^{j-1}(x_i) + \frac{k}{2h} (u^{j-1}(x_{i+1}) - u^{j-1}(x_{i-1})) - \frac{1}{6h^2} v'^{j-1}(x_{i+1}) + \frac{1}{3h^2} v'^{j-1}(x_{i-1}) - \frac{1}{6h^2} v'^{j-1}(x_i) \]

Note that the definition of \( A_i(u^j(x_i)), C_i(u^j(x_i)) \) depends on \( u^j(x_i), B_i(u^j(x_i)) \) depends on \( u^j(x_{i+1}), u^j(x_{i-1}) \) and \( F(u^{j-1}, v^{j-1}) \) depends on \( v'^{j-1}(x_i), u^{j-1}(x_{i+1}), u^{j-1}(x_{i-1}), v'^{j-1}(x_{i+1}), v'^{j-1}(x_{i-1}) \), \( v'^{j-1}(x_i) \), and \( v'^{j-1}(x_{i-1}) \). Equation (4) now becomes in the following algebraic matrix equation

\[ E_i(u^j(x_i))v^j = \left\{ F_i(u^{j-1}, v^{j-1}) \right\} \]

Where \( E_i(u^j) = \{ e_{i,j} (u^j(x_i)) \}_{(n-1) \times (n-1)} \) is the tridiagonal matrix

\[
\begin{bmatrix}
B_1(u^j(x_1)) & C_1(u^j(x_1)) & 0 & \cdots & 0 & 0 \\
A_1(u^j(x_1)) & B_1(u^j(x_2)) & C_1(u^j(x_2)) & \cdots & 0 & 0 \\
& \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & A_i(u^j(x_{n-2})) & \cdots & 0 & 0 \\
0 & 0 & 0 & \cdots & A_i(u^j(x_{n-1})) & B_i(u^j(x_{n-1}))
\end{bmatrix}
\]

And

\[ \{v^j\} = \{v^j(x_1), v^j(x_2), \ldots, v^j(x_{n-1})\}^T \]

\[ \left\{ F_i(u^{j-1}, v^{j-1}) \right\} = \left\{ F_i(u^{j-1}(x_1), v^{j-1}(x_1)), \ldots, F_i(u^{j-1}(x_{n-1}), v^{j-1}(x_{n-1})) \right\} \]

Note that the matrix \( E_i(u^j) \) is nonsymmetrical. By using the same approach for the equation (2b), we get

\[ A_2(u^j(x_i))u^j(x_{i-1}) + B_2(u^j(x_i))u^j(x_i) + A_2(u^j(x_i))u^j(x_{i+1}) = F_2(u^{j-1}, v^{j-1}) \]

\[ i = 1, 2, \ldots, n-1 \]

Where
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\[ A_2(u^j(x_i)) = -\frac{1}{6h^2} \]

\[ B_2(u^j(x_i)) = (1 + \frac{k}{2h}(u^j(x_{i+1}) - u^j(x_{i-1})) + \frac{1}{3h^2}) \]

\[ F_2(u^{j-1},v^{j-1}) = u^{j-1}(x_i) - \frac{k}{2h}(v^{j-1}(x_{i+1}) - v^{j-1}(x_{i-1})) - \frac{1}{6h^2}u^{j-1}(x_{i+1}) + \frac{1}{3h^2}u^{j-1}(x_i) - \frac{1}{6h^2}u^{j-1}(x_{i-1}) \]

Equation (3) now becomes in the following matrix equation

\[ E_2(u^j(x_i))\{u^j\} = \{F_2(u^{j-1},v^{j-1})\} \]

Where \( E_2(u^j) \) is tridiagonal matrix

\[
\begin{bmatrix}
    B_2(u^j(x_1)) & A_2(u^j(x_1)) & 0 & \cdots & 0 & 0 \\
    A_2(u^j(x_2)) & B_2(u^j(x_2)) & A_2(u^j(x_2)) & \cdots & 0 & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & A_2(u^j(x_{n-3})) & \cdots & B_2(u^j(x_{n-2})) & A_2(u^j(x_{n-2})) \\
    0 & 0 & 0 & \cdots & A_2(u^j(x_{n-1})) & B_2(u^j(x_{n-1})) \\
    \end{bmatrix}
\]

And

\[
\{u^j\} = \{u^j(x_1), u^j(x_2), \ldots, u^j(x_{n-1})\}^T \\
\{F_2(u^{j-1},v^{j-1})\} = \{F_2(u^{j-1}(x_1),v^{j-1}(x_1)),\ldots,F_2(u^{j-1}(x_{n-1}),v^{j-1}(x_{n-1}))\}
\]

Since \( A_2(u^j(x_i)) \) is constant then the matrix \( E_2 \) is symmetric.

The matrices \( E_i(u^j) \), \( E_j(u^j) \) involves the nonlinear terms \( u^j \). Thus in each time step \( j \in N \), we use an iterative solution method to compute \( v^j \) and \( u^j \). We stop when the norm of the difference of \( u^j \), \( u^{j-1} \), and \( v^j \), \( v^{j-1} \) are sufficiently small.

Now we prove the existence of the solution of matrices equation

**Theorem 2.1.** The solutions of the matrices equation

(i) \( E_i(u^j(x_i))\{v^j\} = \{F_i(u^{j-1},v^{j-1})\} \)

(ii) \( E_j(u^j(x_i))\{u^j\} = \{F_j(u^{j-1},v^{j-1})\} \)

exist

Proof (i): let \( j \in N \) be fixed. Consider the following iteration

\[ E_i(u^j_{i+1})v^j_{i+1} = \{F_i(u^{j-1},v^{j-1})\} , \forall i \in N \quad (6) \]

Where \( u^j_0 = u^{j-1} \). By subtracting the equation (6) from

\[ E_i(u^j)v^j_{i+1} = \{F_i(u^{j-1},v^{j-1})\} \]

we have

\[ E_i(u^j)v^j_{i+1} - E_i(u^j)v^j_i = 0 \]

\[ \Rightarrow E_i(u^j)v^j_{i+1} - v^j_i = (E_i(u^j) - E_i(u^j))v^j_i \quad (7) \]

The k-th element of the right hand side of the equation (7) is

\[ \sum_{x=1}^{n-1} c_{k,x} (u^j_{i+1}(x_k) - u^j_{i}(x_k))v^j_i(x_k) \]

By the mean value theorem, it becomes

\[ \sum_{x=1}^{n-1} \sum_{l=1}^{n-1} c_{k,x} (u^j_{i+1}(x_k))_x (u^j_{i+1}(x_l) - u^j_{i}(x_l))v^j_i(x_l) \]

[74]
Where the value of $u^i_s(x_i)$ is between $u^i_{s-1}(x_i)$ and $u^i_s(x_i)$, and
\[
\left(c_{k,s} u^i_s(x_i)\right)_{x_i} \quad \text{represents the partial derivatives of} \quad \left(c_{k,s} u^i_s(x_i)\right) \quad \text{with respect to} \quad u^i_s(x_i).
\]

Now, the right hand side of equation (7) becomes
\[
\sum_{i=1}^{n-1} v^i_s(x_i) \left(c_{k,s} u^i_s(x_i)\right)_{x_i} \left(u^i_{s-1}(x_i) - u^i_s(x_i)\right) = \Omega(v^i_s, u^i_s) \{u^i_{s-1} - u^i_s\}
\]

Where $\Omega(v^i_s, u^i_s)$ is the following matrix
\[
\begin{bmatrix}
\sum_{x=1}^{n-1} v^i_s(x_i) \left(c_{1,s} u^i_s(x_i)\right)_{x_i} & \cdots & \sum_{x=1}^{n-1} v^i_s(x_i) \left(c_{1,s} u^i_s(x_i)\right)_{x_{n-1}} \\
\sum_{x=1}^{n-1} v^i_s(x_i) \left(c_{2,s} u^i_s(x_2)\right)_{x_i} & \cdots & \sum_{x=1}^{n-1} v^i_s(x_i) \left(c_{2,s} u^i_s(x_2)\right)_{x_{n-1}} \\
\vdots & \ddots & \vdots \\
\sum_{x=1}^{n-1} v^i_s(x_i) \left(c_{n-1,s} u^i_s(x_{n-1})\right)_{x_i} & \cdots & \sum_{x=1}^{n-1} v^i_s(x_i) \left(c_{n-1,s} u^i_s(x_{n-1})\right)_{x_{n-1}}
\end{bmatrix}
\]

Since $c_{1,s} u^i_s(x_i)$, $s = 1, 2, \ldots, n-1$ only contains $u^i_s(x_i)$ and $u^i_s(x_2)$, hence
\[
\Omega_{i,j}(u^i_s) = \sum_{x=1}^{n-1} v^i_s(x_i) \left(c_{1,s} u^i_s(x_i)\right)_{x_i} = 0 \quad \text{if} \quad l \neq 1, 2
\]

If $l = 1, 2$
\[
\Omega_{1,1}(v^i_s, u^i_s) = \sum_{x=1}^{n-1} v^i_s(x_i) \left(c_{1,s} u^i_s(x_i)\right)_{x_i}
\]
\[
= v^i_s(x_1) \left(c_{1,1} u^i_s(x_1)\right)_{x_1} + v^i_s(x_2) \left(c_{1,2} u^i_s(x_2)\right)_{x_1}
\]
\[
= v^i_s(x_1)(0) + v^i_s(x_2)(\frac{k}{2h})
\]
\[
= \frac{k}{2h} v^i_s(x_2)
\]  

(8)

\[
\Omega_{1,2}(v^i_s, u^i_s) = \sum_{x=1}^{n-1} v^i_s(x_i) \left(c_{1,s} u^i_s(x_i)\right)_{x_i}
\]
\[
= v^i_s(x_1) \left(c_{1,1} u^i_s(x_1)\right)_{x_2} + v^i_s(x_2) \left(c_{1,2} u^i_s(x_2)\right)_{x_2}
\]
\[
= v^i_s(x_1)(\frac{k}{2h}) + v^i_s(x_2)(0)
\]
\[
= \frac{k}{2h} v^i_s(x_1)
\]  

(9)

Since $k$ and $h$ are both small and $v^i$ is bounded (see [1]), then $\Omega_{1,1}(u^i_s)$ and $\Omega_{1,2}(u^i_s)$ in equation (8) and (9) is bounded by a small numbers.
Therefore the elements in the first row of the matrix $\Omega$ are zero except the first and second elements are sufficiently small.

Similarly,

$$c_{n-1,1}(u^{1}_{n} (x_{n-1}))$$ only contains $u^{1}_{n} (x_{n-2})$ and $u^{1}_{n} (x_{n-1})$, which implies that

$$\Omega_{n-1,1}(v^{1}_{1}, u^{1}_{1}) = 0, \text{ if } l \neq n - 2, n - 1$$

If $l = n - 2$

$$\Omega_{n-1,n-2}(v^{1}_{1}, u^{1}_{1}) = v^{1}_{1}(x_{n-2})\left(c_{n-1,n-2}(u^{1}_{n} (x_{n-1}))\right)_{s_{n-2}} + v^{1}_{1}(x_{n-1})\left(c_{n-1,n-1}(u^{1}_{n} (x_{n-1}))\right)_{s_{n-2}}$$

$$= v^{1}_{1}(x_{n-2})(0) + v^{1}_{1}(x_{n-1})(-\frac{k}{2h})$$

$$= \frac{k}{2h}v^{1}_{1}(x_{n-1}) \leq \varepsilon_{1}$$

If $l = n - 1$

$$\Omega_{n-1,n-1}(v^{1}_{1}, u^{1}_{1}) = v^{1}_{1}(x_{n-2})\left(c_{n-1,n-2}(u^{1}_{n} (x_{n-1}))\right)_{s_{n-1}} + v^{1}_{1}(x_{n-1})\left(c_{n-1,n-1}(u^{1}_{n} (x_{n-1}))\right)_{s_{n-1}}$$

$$= v^{1}_{1}(x_{n-2})(-\frac{k}{2h}) + v^{1}_{1}(x_{n-1})(0)$$

$$= \frac{k}{2h}v^{1}_{1}(x_{n-2}) \leq \varepsilon_{2}$$

Since only $u^{1}_{n}(x_{k-1}), u^{1}_{n}(x_{k})$ and $u^{1}_{n}(x_{k+1})$ are in

$$c_{k,s}(u^{1}_{n}(x_{k})) \text{ } k \neq 1, n - 1, s = 1, ..., n - 1, \text{ then } \Omega_{k,l}(u^{1}_{n}) = 0 \text{ if } l \neq k - 1, k, k + 1$$

When $l = k - 1$

$$\Omega_{k,k-1}(v^{1}_{1}, u^{1}_{1}) = v^{1}_{1}(x_{k-2})\left(c_{k,k-2}(u^{1}_{n} (x_{k}))\right)_{s_{k-1}} + v^{1}_{1}(x_{k})\left(c_{k,k}(u^{1}_{n} (x_{k}))\right)_{s_{k-1}} + v^{1}_{1}(x_{k+1})\left(c_{k,k+1}(u^{1}_{n} (x_{k}))\right)_{s_{k-1}}$$

$$= v^{1}_{1}(x_{k})(-\frac{k}{2h})$$

$$= \frac{k}{2h}v^{1}_{1}(x_{k}) \leq \varepsilon_{3}$$

If $l = k$

$$\Omega_{k,k}(v^{1}_{1}, u^{1}_{1}) = v^{1}_{1}(x_{k-1})(-\frac{k}{2h}) + v^{1}_{1}(x_{k})(0) + v^{1}_{1}(x_{k+1})(\frac{k}{2h})$$

$$= v^{1}_{1}(x_{k-1})(-\frac{k}{2h}) + v^{1}_{1}(x_{k+1})(\frac{k}{2h})$$

$$= \frac{k}{2h}v^{1}_{1}(x_{k-1}) + \frac{k}{2h}v^{1}_{1}(x_{k+1}) \leq \varepsilon_{4}$$

If $l = k + 1$

$$\Omega_{k,k+1}(v^{1}_{1}, u^{1}_{1}) = v^{1}_{1}(x_{k-1})\left(c_{k,k-1}(u^{1}_{n} (x_{k}))\right)_{s_{k+1}} + v^{1}_{1}(x_{k})\left(c_{k,k}(u^{1}_{n} (x_{k}))\right)_{s_{k+1}} + v^{1}_{1}(x_{k+1})\left(c_{k,k+1}(u^{1}_{n} (x_{k}))\right)_{s_{k+1}}$$

$$= v^{1}_{1}(x_{k})(\frac{k}{2h})$$

$$= \frac{k}{2h}v^{1}_{1}(x_{k}) \leq \varepsilon_{5}$$
Therefore, the matrix $\Omega(v_i', u_i')$ has the following form

$$
\begin{bmatrix}
\Omega_{1,1}(v_1', u_1') & \Omega_{1,2}(v_1', u_1') & \ldots & 0 \\
\Omega_{2,1}(v_2', u_2') & \Omega_{2,2}(v_2', u_2') & \ldots & \ldots \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \Omega_{n-2,n-1}(v_{n-2}', u_{n-2}') \\
0 & 0 & \ldots & \Omega_{n-1,n-1}(v_{n-1}', u_{n-1}')
\end{bmatrix}
$$

Where the nonzero elements are sufficiently small. Thus, the norm of the matrix $\Omega$, which is defined by $\sup_{x \in [0,1]} \left\| \Omega(v_i', u_i') \right\|$ is small and bounded.

Now, it remains to show that $E_i(u_i')$ is invertible and bounded away from zero. The matrix $E_i(u_i')$ is positive definite and bounded away from zero, since we can choose $k$ and $h$, to such that the diagonal of the matrix is positive. This completes the proof of part (i).

Proof (ii): as in part (i), note the following iteration

$$E_2(u_i') \{u_{i+1}' - u_i'\} = (E_2(u_{i-1}') - E_2(u_i')) \{u_i'\} \quad (10)$$

From the right hand side of equation (8), the $k$-th element is

$$\sum_{s=1}^{n-1} \left( g_{k,s}(u_{i-1}'(x_s)) - g_{k,s}(u_i'(x_s)) \right) u_i'(x_s)$$

By the same way which used in proof of part (i) after using the mean value theorem, the right hand side of equation (10), becomes:

$$\sum_{s=1}^{n-1} \sum_{l=1}^{n-1} u_i'(x_s) \left( g_{l,s}(u_{i}'(x_s)) \right) (u_{i-1}'(x_l) - u_i'(x_l)) = \Psi(v_i', u_i') \{u_{i-1}' - u_i'\}$$

Where $\Psi(v_i', u_i')$ is the following matrix

$$
\begin{bmatrix}
\sum_{s=1}^{n-1} u_i'(x_s) \left( g_{1,s}(u_{i}'(x_s)) \right)_{x_1} & \ldots & \sum_{s=1}^{n-1} u_i'(x_s) \left( g_{1,s}(u_{i}'(x_s)) \right)_{x_n-1} \\
\sum_{s=1}^{n-1} u_i'(x_s) \left( g_{2,s}(u_{i}'(x_s)) \right)_{x_1} & \ldots & \sum_{s=1}^{n-1} u_i'(x_s) \left( g_{2,s}(u_{i}'(x_s)) \right)_{x_n-1} \\
\vdots & \ddots & \vdots \\
\sum_{s=1}^{n-1} u_i'(x_s) \left( g_{n-2,s}(u_{i}'(x_s)) \right)_{x_1} & \ldots & \sum_{s=1}^{n-1} u_i'(x_s) \left( g_{n-2,s}(u_{i}'(x_s)) \right)_{x_n-1} \\
\sum_{s=1}^{n-1} u_i'(x_s) \left( g_{n-1,s}(u_{i}'(x_s)) \right)_{x_1} & \ldots & \sum_{s=1}^{n-1} u_i'(x_s) \left( g_{n-1,s}(u_{i}'(x_s)) \right)_{x_n-1}
\end{bmatrix}
$$
By the same way in part (i), the matrix $\Psi(v_i', u_j')$, becomes

$$
\begin{bmatrix}
0 & \Psi_{1,2}(u_j') & \ldots & 0 & \ldots & 0 & 0 \\
\Psi_{2,1}(u_j') & 0 & \ldots & \Psi_{2,2}(u_j') & 0 & \ldots & 0 \\
\vdots & \vdots & & \vdots & \vdots & & \vdots \\
0 & 0 & \ldots & \Psi_{n-2,n-2}(u_j') & 0 & \ldots & \Psi_{n-2,n-1}(u_j') \\
0 & 0 & \ldots & 0 & \ldots & \ldots & 0
\end{bmatrix}
$$

Where the nonzero elements are sufficiently small, since

$$
\Psi_{1,2}(u_j') = \sum_{i=1}^{n-1} u_i'(x_i)(g_{1,i}(u_j'(x_i)))_{x_i}
$$

$$
= u_1'(x_1)(g_{1,1}(u_j'(x_1)))_{x_1} + u_2'(x_2)(g_{1,2}(u_j'(x_1)))_{x_2}
$$

$$
= u_1'(x_1)\left(\frac{k}{2h}\right) + v_1'(x_2)(0)
$$

$$
= \frac{k}{2h} \left| u_1'(x_1) \right| \leq \varepsilon_6
$$

$$
\Psi_{n-1,n-2}(u_j') = u_1'(x_{n-1})(g_{n-1,n-2}(u_j'(x_{n-1})))_{x_{n-2}} + u_2'(x_{n-1})(g_{n-1,n-1}(u_j'(x_{n-1})))_{x_{n-2}}
$$

$$
= u_1'(x_{n-1})\left(\frac{-k}{2h}\right)
$$

$$
= \frac{k}{2h} \left| u_1'(x_{n-1}) \right| \leq \varepsilon_7
$$

$$
\Psi_{k,k-1}(u_j') = u_1'(x_k)(g_{k,k}(u_j'(x_k)))_{x_{k-1}}
$$

$$
= u_1'(x_k)\left(\frac{-k}{2h}\right)
$$

$$
= \frac{k}{2h} \left| u_1'(x_k) \right| \leq \varepsilon_8
$$

$$
\Psi_{k,k+1}(u_j') = u_1'(x_{k+1})(g_{k,k+1}(u_j'(x_k)))_{x_{k+1}}
$$

$$
= u_1'(x_k)\left(\frac{k}{2h}\right)
$$

$$
= \frac{k}{2h} \left| u_1'(x_k) \right| \leq \varepsilon_9
$$

Where the nonzero elements are sufficiently small. Thus, the norm of the matrix $\Psi$, which is defined by $\sup_{x \in R^{n+1}}\|\Psi(v_i', u_j')\|$ is small and bounded.

As in part (i), we can show that $E_z(u_j')$ is invertible and bounded away from zero.

This completes the proof of part (ii).
3. Numerical experiments

We consider the initial-value problem for eq.(1) with a given general initial profile \((v_0(x), u_0(x))\) with homogenous Dirichlet boundary condition and we solve nonlinear system in each step by using fixed point iteration. The termination criterion for the inner iteration was: 

\[
\max |u_j^{(k+1)} - u_j^{(k)}| \leq 0.01 \quad \text{and} \quad \max |v_j^{(k+1)} - v_j^{(k)}| \leq 0.01
\]

\(k = 0, 1, 2, \ldots \), \(j \in N\) is the time step, we observe that solitary wave like pulse is generated, possibly indicating that the main pulses are GSW solutions of (1). It is well-known [1], that if the initial values of the solution of Boussinesq system are suitably chosen, then the solution that emerges moves in one direction.

In the first experiment, consider an 'M-shaped' solitary wave:

\[
v_0(x) = \frac{15}{4} (-2 + \cosh\left(3 \sqrt{2/5} (x - x_0)\right)) \sech^2\left(\frac{3(x-x_0)}{\sqrt{10}}\right)
\]

\[
u_0(x) = \frac{15}{2} \sech^2\left(\frac{3}{\sqrt{10}} (x - x_0)\right)
\]

As an initial is known in [6].

We present in figure (1) generation and the propagation of \(v\) in the positive x-direction:

![Figure 1](image_url)

(a) A solution of system(1) with different time (b) surface profile of \(v(x,t)\)

In experiment (2) we took special initial data of the form:

\[
v_0(x) = \phi(x), u_0(x) = \phi(x) - 0.25\phi^2(x), \text{ where } \phi(x) = \sech^2\left(\frac{x-x_0}{\sqrt{2}}\right)
\]

Is a solitary wave of the BBM equation \(w_t + w_x + ww_x - \frac{1}{6}w_{xxx} = 0\) [1]
The structure of the solution of system (1), when initiated with the BBM solitary wave appears to be solitary wave solution of system (1). The resulting evolution of the $v(x,t)$ of the solution of system (1) is shown in figure (2).

![Figure (2): Solution of system (1) at $t=0.3, 5, 10$.]

In the last experiment, we show the collision of two general solitary waves for the system (1) on $[-30, 30]$, traveling in opposite directions with initial values of the form

$$v_0(x) = \varphi(x + 10) + \varphi(x + 10)$$

$$u_0(x) = \varphi(x + 10) + \frac{1}{4} \varphi^2(x + 10) - (\varphi(x - 10) + \frac{1}{4} \varphi^2(x - 10)),$$

where $\varphi(x)$ as in experiment (2).

When two solitary waves of same heights, specifically of initial v-amplitudes, were let to collide head-on, we observed that, during the head-on collision the amplitude is longer than the initial amplitude and after the collision, the two waves unreturned to the practically their initial amplitudes. This may be seen in the graph of the evolution of the total amplitude during the head-on collision in figure (3):

![Graph showing the evolution of the total amplitude during the head-on collision.]

[80]
4. Conclusion

The basic idea in this paper was to prove that the use of implicit finite difference method in solving the BBM-BBM system possible and, indeed, been proposed theory in this regard, due to the use of this method has emerged from a system of nonlinear algebraic equations and found the practical part of this paper that the method of fixed point iteration is to give acceptable results and can be used easily in solving nonlinear system for this types of systems.
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