Abstract:

Data mining derives its name from the similarities between searching for valuable information in a large database and mining rocks for a vein of valuable ore. The term data mining is actually a misnomer, since mining for gold in rocks is usually called “gold mining” and not “rock mining”, thus by analogy, data mining should have been called “knowledge mining” instead. The more general terms such as Knowledge Discovery in Databases (KDD) describe a more complete process.

This research concentrates on one particular aspect to extract the association rules from multidimensional databases by the following:

It is proposed to deal with multidimensional database to extract the association rules that is done by dividing the multidimensional database into two databases the first one consists of TIDs and the items, while the second one consists of TIDs and dimensions. Then extracting the frequent itemsets for each one separately, the frequent itemsets for the first one is extracted by the traditional apriori algorithm but for the second one a new algorithm has been proposed for that purpose. The two obtained sets will be combined into one set. Finally applying the association rules generation algorithm to get the final rules of the multidimensional database.
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Data mining is a process that uses a variety of data analysis tools to discover patterns and relationships that can be hidden among vast amounts of data. From these patterns and relationships, businesses and organizations can make valid predictions about future trends in all areas of business. Data mining tools can answer business questions that had traditionally been very time consuming to resolve. These tools find hidden patterns and predictive information that experts might have missed because they laid outside of their expectations.

Data mining can be divided into two subgroups: discovery and exploration. Discovery in the sense that meaningful patterns are uncovered in data and distinguished properly and exploration means that these meaningful patterns are used to create useful applications for data modeling purposes. The process of discovering knowledge in data is referred to as knowledge discovery. It is when data is being worked on from a conventional data store not a data warehouse or an online transaction system. Knowledge discovery can be performed in two ways either manually or through an automated process.

This process of knowledge discovery is finding a connection between data and facts. It can, in fact, be said to be a relationship between prior facts and subsequent facts. The prior fact is called the antecedent and the subsequent fact is known as the consequent. There should be no assumption of an underlying cause and effect connection between the antecedent and consequent. Through the process of data mining, it should always be kept in mind that data is not facts, in order to have knowledge and facts one needs data. Knowledge is the main connection between antecedent facts and consequent facts. This knowledge plays the main role between antecedent and consequent facts and takes the form of several shapes in data mining. Knowledge can be in the form if-then-else rules that are known as Knowledge Based Expert Systems (KBES) or it can be in form of a complex mathematical transformation. There are four main techniques used in data mining: Auto-clustering, link analysis, visualization, and the rule induction. These four techniques are used in the creation of knowledge information based on data from the database [1, 2, 3].

2- Apriori Association Rule:

The efficient discovery of association rules has been a major focus in the data mining research community. Many algorithms and approaches have been proposed to deal with the discovery of different types of association rules discovered from a variety of databases. However, typically, the databases relied upon are alphanumerical and often transaction-based. The problem of discovering association rules is to find relationships between the existence of an object (or characteristic) and the existence of other objects (or characteristics) in a large repetitive collection. Such a repetitive collection can be a set of transactions for example, also known as the market basket. Typically, association rules are found from sets of transactions, each transaction being a different assortment of items, like in a shopping store (milk, bread, etc). Association rules would give the probability that some items appear with others based on the processed transactions, for example milk $\rightarrow$ bread [50%], meaning that there is a probability 0.5 that bread is bought when milk is bought. Essentially, the problem consists of finding items that frequently appear together, known as frequent or large itemsets [4].

The problem is stated as follows, see Table 1, Let $I = \{i_1, i_2, \ldots, i_m\}$ be a set of literals, called items. Let $D$ be a set of transactions, where each transaction $T$ is a set of items such that $T \subseteq I$. A unique identifier $TID$ is given to each transaction. A transaction $T$ is said to contain $X$, a set of items in $I$, if $X \subseteq T$. An association rule is an implication of the form “$X \Rightarrow Y$”, where $X \subseteq I$, $Y \subseteq I$, and $X \cap Y = \emptyset$. The rule $X \Rightarrow Y$ has a support $s$ in the transaction set $D$ is $s\%$ of the transactions in $D$ contain $X \cup Y$. In other words, the support of the rule is the probability that $X$ and $Y$ hold together among all the possible presented cases. It is said that the rule $X \Rightarrow Y$ holds in the transaction set $D$ with confidence $c$ if $c\%$ of transactions in $D$ that
contain $X$ also contain $Y$. In other words, the confidence of the rule is the conditional probability that the consequent $Y$ is true under the condition of the antecedent $X$. The problem of discovering all association rules from a set of transactions $D$ consists of generating the rules that have a support and confidence greater than a given thresholds. These rules are called strong rules [4, 5].

The basic algorithm (Apriori) is shown below:

```
APPROXI(data, minsup, mincon):
    1  tcount ← length(data)
    2  items ← LISTUNIQUEITEMS(data)
    3  icount ← length(items)
    4  scount ← max(tcount * minsup / 100, 1)
    5  $f_1$ ← FREQUENCIES(items, data)
    6  REMOVEINFREQUENT($f_1$, scount)
    7  if not $f_1$: return NIL

    8  for $k$ ← 2 to icount:
        9       candidates ← GENERATECANDIDATES($f_{k-1}$)
    10       if not candidates: break
    11       $f_k$ ← FREQUENCIES(candidates, data)
    12       REMOVEINFREQUENT($f_k$, scount)
    13       if not $f_k$: break
    14  return BUILDASSOCIATIONS($f$, mincon)

GENERATECANDIDATES($f_k$):
    1  candidates ← NIL
    2  for $u \in f_k$, $v \in f_k$, $u < v$:
    3       if $u_{1:-1} = v_{1:-1}$:
    4          $c ← u \cup v_{-1}$
    5          $s ← SUBSETS(c)$
    6          if length(filter($\lambda x: x \in f_k, s$)) = length($s$):
    7           candidates.append($c$)
    8  return candidates
```
3- The Proposed System:

To get a clear understanding of the present study, it will be organized to the following points:

First step: Take the multidimensional database, see Table (1).

Table (1): multidimensional database has two dimensions with items.

<table>
<thead>
<tr>
<th>TID</th>
<th>D1</th>
<th>D2</th>
<th>items</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>1</td>
<td>ABC</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>1</td>
<td>AB</td>
</tr>
<tr>
<td>3</td>
<td>B</td>
<td>1</td>
<td>AB</td>
</tr>
<tr>
<td>4</td>
<td>B</td>
<td>3</td>
<td>ABC</td>
</tr>
</tbody>
</table>

Second step: divide the multidimensional database in Table (1) into two databases, the first one contain the TID and the two dimensions while the second one contains the TID and items, see Table (2).

Table (2): the first and second databases.

<table>
<thead>
<tr>
<th>TID</th>
<th>D1</th>
<th>D2</th>
<th>items</th>
<th>TID</th>
<th>items</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>1</td>
<td></td>
<td>1</td>
<td>ABC</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>1</td>
<td></td>
<td>2</td>
<td>AB</td>
</tr>
<tr>
<td>3</td>
<td>B</td>
<td>1</td>
<td></td>
<td>3</td>
<td>AB</td>
</tr>
<tr>
<td>4</td>
<td>B</td>
<td>3</td>
<td></td>
<td>4</td>
<td>ABC</td>
</tr>
</tbody>
</table>
Third step: apply the traditional apriori association rule on the second database to extract the frequent itemset. These frequent itemsets are \{A, B, C, AB, AC, BC, ABC\} since the minimum support was assumed to be 2 TIDs.

Fourth step: apply the proposed algorithm to extract the frequent itemsets from the first database.

1- Take the first dimension D1 and find the frequent items in it, for example the threshold of the minimum support is equal to 2 TIDs, two frequent items (a,*) and (b, * ) can be found because the value a and b appears two times; the value * for the other dimension means that it is not relevant. Repeat the operation on the second dimension to find the frequent item (*, 1) only because the value 1 appears three times; value * for the other dimension means that it is not relevant.

2- Now take the first dimension with concern of the second dimension the resulting frequent items are: (a, 1) and (b, 1). Since there are no more dimensions in above example, the search will be terminated.

3- If there are more than two dimensions then the same procedure will be applied, taking each dimension alone, then taking each dimension related with the others.

4-

Fifth step: the general frequent itemsets for the multidimensional database will be as in the follow:

\{A, B, C, AB, AC, BC, ABC, (a, *), (b, *), (*, 1), (a, 1), (b, 1)\}

Sixth step: The association rules will be generated using apriori algorithms according to the frequent itemsets displayed in the previous step.

4- The Implementation:

To explain the proposed system and to prove its quality, it will be implemented using visual basic programming language as follows:

In Figure (1) the multidimensional database will be divided into two databases and each one will be stored in a notepad file. The name of these two files will be entered in the first two textboxes. In the other two textboxes the value of the minimum support and minimum confidence will be entered and when
- The first command is activated; the frequent itemsets of the database contain the TIDs and items will be found and displayed, see Figure (2).
- The second command is activated; the frequent itemsets of the database contain the TIDs and dimensions will be found and displayed, see Figure (3).
- The third command is activated; the association rules of the two types of frequent itemsets will be generated and displayed, see Figure (4).

Figure (2): the main window for generating frequent itemsets of TIDs and items

Figure (3): the main window for generating frequent itemsets of TIDs and dimensions.

Figure (4): the main window for generating the association rules.

5- Conclusions:

From the present study, the following conclusions can be summarized:
1) Direct mining of a multidimensional database is not efficient because it has inconsistent values of items and dimensions.
2) For more efficient results, it is suggested to divide the multidimensional database into two databases the first one contains the TIDs and items and the other contains the TIDs and dimensions.

3) The frequent itemsets of the TIDs and items database will be found by applying the traditional apriori algorithms. To treat the second part of the database the proposed algorithm is used.

4) To strengthen the proposed system of mining, the resulting frequent itemsets are combined together to generate the association rule for complete database. This unifies the multidimensional in one block.
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