Abstract

This paper presents a new cryptanalysis method aiming at revealing the private key of RSA public key cryptosystem, by reducing the number of required plaintext-ciphertext samples needed by timing attacks and speeding up attacking operations. The proposed attack uses timing cryptanalysis as an evaluation technique utilized by genetic algorithm to search through possible private keys. This evaluation technique used to form a fitness function evaluates keys and distinguishes partially correct keys from entirely wrong ones. The proposed notion of genetic based timing attack outlined in this work with its preliminary implementation, have given encouraging results on RSA cryptosystem samples. Further work is required to implement the idea on practically existing system.
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1. Introduction

Any exhaustive key search attack, such as “Brute Force” would be an efficient tool for a finite key space problem. Also, simple random key search might be effective. However, as the key space increases, neither Brute Force search nor random search would be practical or acceptable, and other means are sought.

Cryptanalysts look for any specific information that when analyzed, might lead to data compromise or secret key disclosure. Cryptosystem can be viewed as either a mathematical objects, or as a concrete implementation of that mathematical object. Cryptanalysis has been directed against mathematical objects (i.e. differential and linear cryptanalysis), regardless of the implementation considerations. Most of such attacks have a theoretical consideration and may not work against cryptosystem in practice. Another kind of cryptanalysis targets specific implementation details. Timing attack \[1\] based on time measurement with respect to particular implementation of cryptosystem. Cryptographic algorithms often perform computation in non-constant time, if such operation involves secret parameters, these timing variations can leak some information. With enough knowledge of the implementation at hand, statistical analysis could even lead to the total recovery of these secret parameters \[2\].

A number of possible applications of timing attack against various cryptographic algorithms were introduced. The amount of time required to perform private key operations against Diffie – Helman, RSA, DSS were outlined by Kocher \[1\], the timing attack against Rijndael (i.e. AES system) by Koeune and Quisquater \[3\], simple and differential power consumption analysis by Kocher et. al. \[4\]. And a practical implementation of timing attack of CASCADE smart card against RSA algorithm presented by Dhem at. el. \[2\]. This implementation has shown an efficient performance in key disclosure, where error detection technique was introduced, to guide the attack.
and to reduce the number of messages samples that were required to activate the attack. On the other hand, exploiting regularities in the cipher system or the language have led to the implementation of genetic algorithms in cryptosystems, see for example Spillman et. al. [5] and Matthews [6] for breaking simple substitution ciphers and classic cryptographic systems (substitution and transposition), respectively. However, sometimes GA can be used to enhance the performance of security systems. In [7], GA is applied to increase the complexity of content scrambling systems, which is used in DVD media to protect its contents. GA is not the only technique that is used to cryptanalysis cryptosystems. Further heuristic techniques may be proposed to attack [8]

The present work introduces the idea of using genetic algorithm to enhance the timing attack. This idea is based on the concept of error detection to distinguish the partial correct secret key from completely wrong one. The principles of designing fitness function along with other genetic operations are reported here. In section 2, Genetic Algorithms technique is defined and reviewed with the aim of using it in collaboration with the timing attack process on RSA, and error detection is outlined in section 3. The proposed principle for cryptanalysis attack is formally defined and discussed in section 4 and finally the paper is concluded in section 5.

2. Genetic Algorithms

The main feature of GAs is their ability to add direction to what seems to be random search. This might produce powerful and efficient search technique. These algorithms attempt to solve complicated mathematical problems by simulation, to certain extent, the way in which biological genetic processes operate, see Liepins and Hilliard [9]. They use the concept drawn from the theory of evolution to “breed” progressively better solutions to problems with very large solution space. Therefore, for a correct key selection, the goal is to search through the key space (each represented by some binary string) in order to find the one that maximize the possibility of a correct answer. A genetic algorithm begins with a randomly selected population of function inputs represented by strings (chromosomes), which are in the form of guessed key strings. GA uses the current population of strings to create a new population such that the string in the new population, on average gives better fitting results than those in the current population. This is achieved by assessing the fitness of each attempt. The more successful keys would then be used to create new successive generations of fitter key combinations. This process is repeated until an optimal key emerges, that produces substantial decryption.

GA follows three processes cycle for transition from one population to the next one in a similar way to that found in living creatures. This cycle consists of (1) evaluation (2) selection, (3) crossover and (4) mutation, and performed as shown in Figure 1, [5].
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**Figure 1: The basic genetic algorithm cycle**

Each individual will be evaluated by using fitness (measuring the correctness of each key). The selection process determines which of string (chromosome) in the current generation will be used to breed the next generation. This is based on biased or directed random selection strategy. The
crossover process determines the expected string of the next generation, which will result into a pair of parents. The final step is mutation that follows some mutation probability, which is set at the start of the algorithm. Some changes will take place, producing the generations of strings. This cycle is repeated, creating new generation of strings every round, until certain criterion is reached.

3. Timing Attack and Error Detection

RSA cryptosystem uses exponentiation operations to perform both encryption and decryption. An exponentiation algorithm works by scanning the key from left to right, as shown in Figure 2. The computations are done through a sequence of square and multiply operation in which key bits \( k_i \) are involved.

Timing attack against this algorithm could be aimed at either the square or the multiply operations. The result of Dhem et. al. [2] have shown that attacking the square operation is more efficient than attacking the multiply operation. For each bit of the secret key captured message sample is categorized into four sets. At first, the most significant bit is taken as 1, so both multiplication and squaring operations will be performed. Then, when the next most significant bit is considered, it is required to determine whether an additional reduction is necessary or not, depending on its value being 1 or 0. If it is taken as 1, then multiplication is performed and deciding if an additional reduction is required or not followed by squaring. Doing this process for every message, the samples are divided into two subsets, \( M_1 \) contains messages that require reduction and \( M_2 \) contains messages that require no reduction. If this bit is considered as 0, which means only square operation will be done, the samples are divided into two subsets, \( M_3 \) and \( M_4 \) based on the necessity of additional reduction or not. Further details can be found in [2].

<table>
<thead>
<tr>
<th>( x = m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( For \ i = n - 2 \ down \ to \ 0 )</td>
</tr>
<tr>
<td>( x = x^2 ) //square</td>
</tr>
<tr>
<td>If ( k_i = 1 ) then</td>
</tr>
<tr>
<td>( x = x \cdot m ) //multiply</td>
</tr>
<tr>
<td>End for</td>
</tr>
<tr>
<td>Return ( x )</td>
</tr>
</tbody>
</table>

**Figure 2:** Left to right exponentiation

For each set, the measured mean time is computed and compared to make a decision about the key bit \( (k_i) \) to be either 1 or 0. For error detection, the difference between mean times of \( M_1 \) and \( M_2 \) sets and the difference between mean times of \( M_3 \) and \( M_4 \) sets are subtracted from each other in order to compute a difference value as a figure of merit. This value should be significant enough to give an indication that the bit value is guessed correctly. The values of this figure of merit will show a noticeable decrease if the computation was done using wrong key bits. In this work, this feature will be used to evaluate the correctness of key.

4. The Principle of the Proposed Attack

Timing attack against RSA cryptosystem shows a significant improvement in revealing the decryption key [2]. However, the number of required sample messages is still rather large. In this work, a new method is presented aiming at reducing the number of these samples in order to increase the possibility of a successful attack. This enhanced method is based on using genetic algorithm to search the large key space and utilize the feature of GA to produce and improve a set of possible keys (population), for generation over generation. A single key with a good feature
(correct key bits) will survive at the end of the search. The crucial idea enabled the attack on RSA is the possibility of evaluating the suggested keys (population individuals) and distinguishing the wrong key from the partially correct key. The evaluation process depends on the concept of error detection. In the proposed system, the key population is a set of chromosomes, each consists of a sequence of bits represents an estimated key. The length of each chromosome equals to the maximum expected key length. The most important idea to discuss here is the way of evaluating a given key in order to assign different fitness values for each individual key in the population. This will enable the GA to evolve into good keys over a sequence of generations. A good key refers to a key that has a large number of correct bits or it may rather be completely correct. In other words we should have a method to evaluate the fitness (or correctness) of each key.

In the following, Next section will explain the way of building a fitness function that uses error detection technique to assign a fitness value for each individual key. An efficient evaluation and crossover operation will help to have a direct search through a huge search space. Then a description of crossover operation is presented in addition to other genetic operation related to the process of producing new population from an old one.

4.1. Key Evaluation (Fitness Function)

For the basic formal definition of fitness function, we first define the following key, k, as follows:

\[ k = \{ k_1, k_2, k_3, \ldots, k_n \} \quad \ldots \ldots (1) \]

Where k represents an individual key or chromosome, which consists of n bits, each could be either 0 or 1.

And suppose we have:

\[ M = \{ M_1, M_2, M_3, \ldots, M_s \} \quad \text{and} \]
\[ T = \{ T_1, T_2, T_3, \ldots, T_s \} \quad \ldots \ldots (2) \]

Where M is a set of captured messages (plain text), and T represents a sequence of time amount needed to compute a signature of each of these message using decryption key.

For these sequences, we can define the measured time parameter \( T_{ij} \), as follows:

\[ T_{1j} = \{ ri \in T : kj=1 \text{ and } M_i \text{ required reduction at bit } j \text{ of the individual key } k \} \]
\[ T_{2j} = \{ ri \in T : kj=1 \text{ and } M_i \text{ required no reduction at bit } j \text{ of the individual key } k \} \]
\[ T_{3j} = \{ ri \in T : kj=0 \text{ and } M_i \text{ required reduction at bit } j \text{ of the individual key } k \} \]
\[ T_{4j} = \{ ri \in T : kj=0 \text{ and } M_i \text{ required no reduction at bit } j \text{ of the individual key } k \} \quad \ldots \ldots (3) \]

And the function \( \mu(T_{ij}) \) is calculated as the average computation time for the message samples. Also, we can define the computation average time differences as:

\[ D = \{ D_1, D_2, \ldots, D_n \} \quad \ldots \ldots (4) \]

Where

\[ D_i = \left| \mu(T_{1i}) - \mu(T_{2i}) \right| - \left| \mu(T_{3i}) - \mu(T_{4i}) \right| \quad \ldots \ldots (5) \]

The error detection for the timing attack can be of the form shown in Figure 3, where the computation average time difference is plotted as a function of the suggested key length (bits).
Finally, the fitness value for key, $k$ can be computed by the following formula:

$$\text{Fitness} (k) = \left\{ \sum_{i=1}^{n} D_i \ast (n-i+1) \right\} / \left\{ (n \ast (n+1)) / 2 \right\} \ldots \ldots (6)$$

Each element in the sequence $D$ represents a figure of merit which is the difference between two differences of mean times. These differences should have stable and significant values if the computation was done using correct key bits [2]. However, if the key contains wrong bit(s), the elements of the sequence $D$ that correspond to the wrong bits in the key will apparently have lower values as compared with that corresponds to correct bits. In other words, the element $D_i$ gives a sort of evaluation to the key bit $k_i$. $D_i$ should maintain a stable high value for $i=1, 2, ..., n$ if its corresponding key bit is correct. To explain this in more details, let us suppose we have a wrong bit $k_e$ at position $e$. This implies that the average of $D_1$, $D_2$, ..., $D_{e-1}$ must be greater than the average values $D_e$, $D_{e+1}$, ..., $D_n$. This means that, the error bit position clearly effects the overall key evaluation. It is possible to use the value $\mu(D)$ to give a good indication about the key fitness. In equation (6) further improvement is applied. In this improvement we give a weight value for each key bit evaluation according to its position within the key (i.e. according to it’s effect on the overall key evaluation). If the error occurred at most significant bits of the key, this will be resulting in completely wrong key, so that the error in most significant bits must have higher weight than the least significant bits. In equation (6), $D_1$ has the weight $n$, $D_2$ has the weight $n-1$, and so on until $D_n$ which has the weight of 1.

### 4.2. Crossover and Other Operations

In order to have a good application of genetic algorithm, the crossover operation should be able to produce highly evaluated individual keys from good evaluated ones, with high probability. In present work, two individual keys are selected by using roulette wheel selection method and subject to crossover. In this process, a random swap point is generated. Swap point is a number whose value between 1 and the maximum length of individual key (number of bits). Then, a swapping operation is done, in which the first part of the first key (before the swap point) is swapped with first part of second key. By this way new two individual keys are created.

As the average of population fitness goes greater, the position of swap point must be shifted toward the least significant bits.

**Figure 3:** Error detection for 512-bit key [3].
The idea behind this is that the growth of population fitness means that each individual should have a considerable number of correct bits. So, that shifting of swap point is to avoid changing the correct part of individual key and also to spread it among other keys.

Falling in local minimum is expected but this can be detected by observing the population fitness or individuals' evaluation through a number of successive populations. To cope with such situations, mutation rate must be increased automatically. This will help to create new features (new bits segments) that may get the population through this local area search space. In normal situation, we should have a small mutation value, while the high mutation rate may result in disfiguring the good individuals.

5. Practical Results

Samples of messages were generated and all time measurements were done by using VC++ program. These messages were signed by number of keys of 64 bits length. Initial experiments have shown encouraging results for key disclosure. Figure 4 shows the average of population fitness over number of generations. Current results have led to 96% correct key disclosure by using only 1500 messages as maximum and 100 individuals in population. Giving these results in hand, a total key disclosure can be accomplished by simply using brute force attack technique. These results can be considered as a serious improvement when compared with previously published results.

![Figure 4: Population fitness](image)

6. Discussion and Conclusion

The threat against cryptosystem implementation using timing attack is greatly increased when less message samples are required. Besides not many details about the system implementation are urgently required to be known, except the knowledge that it uses modular exponentiation process.

This process might fail in attacking systems having some kind of blinding techniques, where some operations are added, such as subtraction or multiplication operations that upsets the Montgomery algorithm for modular exponentiation. The timing attack has also a weakness of not being able to work against the Chinese Remainder Theorem for modular exponentiation.

However, the timing attack suggested here is of general nature in the sense that it may be used efficiently for attacking other similar systems that implement modular multiplication and exponentiation schemes, such as digital signature standard, DSS or any variant of DSA.

More investigation will be pursued is required to implement this speed up error searching technique on a practically existing system.
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تُقدم هذه الدراسة طريقة جديدة لتحليل الشفرات لكشف المفتاح السري لخوارزمية RSA وكذلك من خلال تقييم عدد العينات المطلوبة من الرسائل الصريحة والمشفرة التي يتطلبها الهجوم الزمني (Timing Attack). هذه الدراسة تستخدم تحميل الشفرات كتقنية لتقييم المفاتيح وتوظيفها في الخوارزميات الجينية للبحث عن المفتاح السري. تقنية التقييم المستخدمة ساهمت في بناء دالة تقييم تساعد في التميز بين المفاتيح الصحيحة جزئياً من المفاتيح الخاطئة كلياً. الفكرة المقترحة في هذا البحث تم وضع الأساس النظري لها وتم تطبيقها والحصول على نتائج مبدعة مشجعة. قد يتطرق عمل مستقبلي لتطبيقات أخرى للتقنية المقترحة على نظام تشفير مماثل معتمداً على نفس الأساس في بناء تحليل الشفرات.