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Abstract  
This paper is concerned with Modified Double Stage Shrinkage Bayesian (DSSB) Estimator for lowering the mean squared error of classical estimator $\hat{\theta}$ for the scale parameter ($\theta$) of an Exponential Distribution in suitable region $(R)$ around available prior knowledge ($\theta_0$) about the actual value ($\theta$) as initial estimate as well as to reduce the cost of observation. In situation where the observations are time consuming or very costly, a “Double Stage procedure “can be used to reduce the Expected Sample Size needed to obtain the estimator. This estimator has been showing a smaller Mean Squared Error for certain choice of the shrinkage weight factor $\psi(\cdot)$ and for acceptance region $R$. Expressions for Bias, Mean Square Error (MSE), Expected sample size $[E(n/\theta,R)]$, Expected sample size proportion $[E(n/\theta,R)/n]$, probability for avoiding the second sample $p(\hat{\theta}_1 \in R)$ and percentage of overall sample saved $\frac{100}{n}[p(\hat{\theta}_1 \in R)]$ for the proposed estimator are derived. Numerical results and discussions are established when the consider estimator (DSSB) are testimator of level of significance $\alpha$. Comparisons with the classical estimator as well as with some existing studies were made to shown the usefulness of the proposed estimator.

1. Introduction

1.1 The Model:
Exponential distribution is one of the most useful and widely exploited model. Epstein [1] remarks that the exponential distribution plays as important a role in life experiments as the part played by the normal distribution in agricultural experiments. It is applied in a very wide variety of statistical procedures. Among the most prominent applications are those in the field of life testing and reliability theory. The scale parameter ($\theta$) is known as mean life time. The maximum likelihood estimator (MLE; $\hat{\theta}$) is the sample mean which is the minimum variance unbiased estimator. The one parameter exponential distribution has the following probability density function (p.d.f.)

\[ f(t; \theta) = \begin{cases} \frac{1}{\theta} \exp\left(\frac{-t}{\theta}\right) & t \geq 0, \theta > 0 \\ 0 & \text{o.w.} \end{cases} \]  

(1)

where $\theta$ is the average or the mean life or mean time to failure (MTTF) and it is also acts as scale parameter, see [1].

Furthermore, the Reliability function $R(t)$ is defined as:

\[ R(t) = \exp(- t/\theta), t > 0, \theta > 0. \]

Note that the maximum likelihood estimator $\hat{\theta}$ of the scale parameter $\theta$ of the mentioned distribution is $\hat{\theta} = \frac{\sum t_i}{n}$.

1.2 Jeffery Prior distribution (Bayesian Estimator):
Consider the one parameter Exponential Distribution which is define in (1).

\[ \frac{1}{\theta} \exp\left(\frac{-t}{\theta}\right) \]

...
Based on the rule proposed by Jeffery, one can get the prior distribution of $\theta \ [g(\theta)]$ as below, see[2]

\[ g(\theta) \propto \sqrt{I(\theta)}, \text{ where } I(\theta) \text{ is fisher information such that} \]

\[ I(\theta) = -nE\left(\frac{\partial^2 \ln f(t, \theta)}{\partial \theta^2}\right) = \frac{n}{\theta^2}, \quad \text{ ... (2)} \]

\[ \therefore g(\theta) \propto \sqrt{n} \Rightarrow g(\theta) = k \sqrt{n} \]

\[ L(t_1, t_2, \ldots, t_n) = \prod_{i=1}^{n} f(t_i | \theta) = \frac{1}{\theta^n} \exp \left(-\frac{\sum_{i=1}^{n} t_i}{\theta}\right) \]

The joint probability density function $H(t_1, t_2, \ldots, t_n, \theta)$ is given by

\[ H(t_1, t_2, \ldots, t_n, \theta) = \prod_{i=1}^{n} f(t_i | \theta) \ g(\theta) = L(t_1, t_2, \ldots, t_n, \theta) \ g(\theta) = \frac{1}{\theta^n} \exp \left(-\frac{\sum_{i=1}^{n} t_i}{\theta}\right) \]

The marginal probability density function of $(t_1, t_2, \ldots, t_n)$ is given by

\[ p(t_1, t_2, \ldots, t_n) = \int_\theta H(t_1, t_2, \ldots, t_n, \theta) \ d\theta = \frac{n}{\theta^n} \exp \left(-\frac{\sum_{i=1}^{n} t_i}{\theta}\right) \]

Let $\frac{\partial R(\hat{\theta}, \theta)}{\partial \theta} = 0$, then

\[ \hat{\theta}_B = \frac{\sum_{i=1}^{n} t_i}{(n-1)!} \int_0^\theta \theta^n \exp \left(-\frac{\sum_{i=1}^{n} t_i}{\theta}\right) \ d\theta \]

And the condition probability density function of $\theta$ given the data $(t_1, t_2, \ldots, t_n)$ is given by

\[ \Pi(\theta | t_1, t_2, \ldots, t_n) = \frac{H(t_1, t_2, \ldots, t_n, \theta)}{p(t_1, t_2, \ldots, t_n)} \]
1. Double Stage Shrinkage Procedure:

A Double Stage Shrinkage Procedure is defined as follows; see [3], [4], [5], [6]. Let \( x_{1i}; i = 1, 2, \ldots, n_1 \) be a random sample of \( n_1 \) from exponential distribution and \( \hat{\theta}_i \) be a classical estimator (MLE) of \( \theta \) based on \( n_1 \) observation. Construct a preliminary test region \( (R) \) in the parameter space based on prior estimate \( \theta_0 \) and an appropriate criterion. If \( \hat{\theta}_i \in R \) shrink \( \hat{\theta}_i \) towards \( \theta_0 \) by shrinkage weight factor \( \psi(\hat{\theta}_i); 0 \leq \psi(\hat{\theta}_i) \leq 1 \) and use the shrinkage estimator \( \hat{\theta}_i + (1 - \psi(\hat{\theta}_i))\theta_0 \), for estimate \( \theta \).

If \( \hat{\theta}_i \notin R \), obtain \( x_{2i}; i = 1, 2, \ldots, n_2 \), an additional sample of size \( n_2 \), and use a pooled estimator \( \hat{\alpha}_p \) of \( \alpha \) based on combined sample of size \( n = n_1 + n_2 \), i.e.; \( \hat{\alpha}_p = \frac{n\hat{\theta}_i + n_i\hat{\theta}_0}{n} \).

Thus, the Double Stage Shrinkage Estimator (DSSE) will be

\[
\hat{\theta}_{DS} = \begin{cases} 
\psi(\hat{\theta}_i)\hat{\theta}_i + (1 - \psi(\hat{\theta}_i))\theta_0 & \text{if } \hat{\theta}_i \in R \\
\hat{\theta}_p & \text{if } \hat{\theta}_i \notin R
\end{cases}
\] (8)

To motivation of this study was provided by the work of [3], [4], [5], [6], [7], [8], [9], [10] and others.

The aim of this paper is to employ Bayesian estimator which is defined in (5) in the form of double stage shrinkage estimator (DSSE) which is defined in (8) for estimate the scale parameter \( (\theta) \) of Exponential Distribution.

2. Modified Double Stage Shrinkage-Bayesian Estimator

This section is concern with pooling approach between shrinkage estimation that uses a prior information about unknown parameter as initial value and Bayesian estimation that uses a prior information about unknown parameter as a prior distribution for the scale parameter \( (\theta) \) of exponential distribution using special shrinkage weight factors as well suitable region \( (R) \) when a prior information about \( (\theta) \) is available as initial value \( (\theta_0) \).

In the present work we establish modified Double Stage Shrinkage-Bayesian Estimator (DSSBE) which has the following form:-

\[
\hat{\theta}_{DS} = \begin{cases} 
\psi(\hat{\theta}_i)\hat{\theta}_{IB} + (1 - \psi(\hat{\theta}_i))\theta_0 & \text{if } \hat{\theta}_i \in R \\
\frac{n_1\hat{\theta}_{IB} + n_2\hat{\theta}_{2B}}{n} & \text{if } \hat{\theta}_i \notin R
\end{cases}
\] (9)

where \( \hat{\theta}_{IB} (i = 1, 2) \) represent to Bayes estimator for \( \theta \) on \( n_{i1} = 1, 2 \) observations, \( R \) is suitable region (say pretest region) and \( \psi(\hat{\theta}_i); 0 \leq \psi(\hat{\theta}_i) \leq 1 \) is shrinkage weight factor which may be a function of \( \hat{\theta}_i \) or constant, see for example : [3], [4], [7] and [10].

The Expressions for Bias, Mean Square Error (MSE), Relative Efficiency [R.Eff(-)], Expected sample size, Expected sample size proportion, probability for avoiding the second sample and percentage of overall sample saved are derived and obtained for the proposed estimator.

Numerical results and discussions due mentioned expressions including some constants are performed and displayed in annexed tables.

Comparisons between the proposed estimator with the classical estimator \( (\hat{\theta}) \) and with some of the last studies are demonstrated.

2.1 Modified DSSBE(\( \hat{\theta}_{DS} \)) Using Constant Shrinkage Weight Factor:

Using the form (9) above, the proposed DSSBE \( \hat{\theta}_{DS} \) has the following forms:

\[
\hat{\theta}_{DS} = \begin{cases} 
\theta_0 & \text{if } \hat{\theta}_i \in R \\
\hat{\theta}_{pB} & \text{if } \hat{\theta}_i \notin R
\end{cases}
\] (10)

i.e.; we place \( \psi(\hat{\theta}_i) = 0 \) (constant).
Where \( R \) is pretest region for acceptance of size \( \alpha \) for testing the hypothesis \( H_0: \theta = \theta_0 \) Vs. the hypothesis \( H_A: \theta \neq \theta_0 \) using test statistic
\[
T(\hat{\theta}_1|\theta) = \frac{2n_1\hat{\theta}_1}{\theta_0}
\]
In that,
\[
R = \left[ \frac{\theta_0}{2n_1}X^2_{\alpha/2,n_1}, \frac{\theta_0}{2n_1}X^2_{\alpha/2,n_1} \right]
\]
Assume that, \( R = [a, b] \), \( a < b \).
i.e. \( a = \frac{\theta_0}{2n_1}X^2_{\alpha/2,n_1} \) and \( b = \frac{\theta_0}{2n_1}X^2_{\alpha/2,n_1} \)
where \( X^2_{\alpha/2,n_1} \) and \( X^2_{\alpha/2,n_1} \) are respectively lower and upper \( 100(\alpha/2) \) percentile point of Chi-square distribution with degree of freedom \( (2n_1) \).
The Expression for Bias is given below
\[
\text{Bias}(\hat{\theta}_{DS} | \theta, R) = E(\hat{\theta}_{DS}) - \theta
\]
\[
= \int_{\hat{\theta}_1 = a}^{\hat{\theta}_1 = b} \int_{\hat{\theta}_2 = a}^{\hat{\theta}_2 = b} (\hat{\theta}_1 - \theta) + \prod_{i=1}^2 f(\hat{\theta}_i; \theta)d\hat{\theta}_1d\hat{\theta}_2
\]
where \( \hat{\theta}_i \) is the complement region of \( R \) in real space and \( f(\hat{\theta}_i; \theta) \) for \( i=1,2 \) is a p.d.f. of \( \hat{\theta}_i \) which has the following form:
\[
f(\hat{\theta}_i; \theta) = \begin{cases} 
\frac{[\hat{\theta}_i]^{n-1}\exp[-n_1\hat{\theta}_i/\theta_{\lambda}]}{\Gamma(n_1)[\theta/\theta_{\lambda}]^{n_1}}, & \text{for } 0 < \hat{\theta}_i < \infty \\
0, & \text{o.w}
\end{cases}
\]
We conclude:
\[
\text{Bias}(\hat{\theta}_{DS} | \theta, R) = \theta \left\{ \lambda - 1 \right\} J_0(a^*, b^*) +
\]
\[
\left\{ \frac{1}{(1+u)(n_1 - 1)} + \frac{u}{(1+u)(n_1 - 1)} \right\} -
\]
\[
\left\{ \frac{1}{(1+u)} \left\{ \frac{n_1}{n_1 - 1} J_1(a^*, b^*) - J_0(a^*, b^*) \right\} \right\} -
\]
\[
\left\{ \frac{u}{(1+u)(n_1 - 1)} J_0(a^*, b^*) \right\}
\]
\[
\ldots (13)
\]
where,
\[
\lambda = \theta_0 / \theta, \quad y = n_1 \hat{\theta}_1, \quad u = n_2/y, \quad n = n_1 + n_2,
\]
\[
J_1(a^*, b^*) = \frac{1}{n_1[\Gamma(n_1)]_a^b} y^{-n_1-1} e^{y} dy \quad \ldots (14)
\]
And \( a^* = \lambda X^2_{\alpha/2,n_1} \), \( b^* = \lambda X^2_{\alpha/2,n_1} \) \ldots (15)
The Bias ratio \( B(\cdot) \) of \( \hat{\theta}_{DS} \) is defined as below
\[
B(\hat{\theta}_{DS} | \theta, R) = \frac{\text{Bias(\hat{\theta}_{DS} | \theta, R)}}{\theta} \quad \ldots (16)
\]
See [6], [7] and [9].
The expression of mean square error [MSE] of \( \hat{\theta}_{DS} \) is as follows
\[
\text{MSE}(\hat{\theta}_{DS} | \theta, R) = E(\hat{\theta}_{DS} - \theta)^2
\]
\[
= \theta^2 \left\{ \lambda - 1 \right\} J_0(a^*, b^*) +
\]
\[
\frac{1}{(1+u)^2} \left\{ \frac{n_1 + 1}{(n_1 - 1)(n_1 - u)} \right\} -
\]
\[
\frac{1}{(1+u)} \left\{ \frac{n_1^2}{(n_1 - 1)^2} J_1(a^*, b^*) -
\]
\[
\frac{2}{(1+u)} \left\{ \frac{n_1}{n_1 - 1} J_0(a^*, b^*) + J_0(a^*, b^*) \right\} -
\]
\[
\frac{u}{(1+u)} \left\{ \frac{n_1}{n_1 - 1} J_1(a^*, b^*) +
\]
\[
J_0(a^*, b^*) \right\} \ldots (17)
\]
The Relative Efficiency of Estimator \( \hat{\theta}_{DS} \) relative to classical estimator \( (\hat{\theta}_1) \) is defined as below:-
\[
\text{R.Eff}(\hat{\theta}_{DS} | \theta, R) = \frac{\text{MSE}(\hat{\theta}_1)}{\text{MSE}(\hat{\theta}_{DS} | \theta, R) E(n | \theta, R) / n} \quad \ldots (18)
\]
where \( E(n | \alpha, R) \) is the Expected sample size, which is defined as:
\[
E(n | \theta, R) = n \left\{ 1 - \frac{u}{1+u} J_0(a^*, b^*) \right\} .
\]
See for example [3], [6], [7], [9] and [10].
As well as, the Expected sample size proportion \( E(n|\alpha R)/n \) equal to
\[
1 - \frac{u}{1 + u} J_0(a^*, b^*) \quad \text{...}(19)
\]
See [6],[7]and [9]. Also, it is necessary to define the percentage of the overall sample saved (P.O.S.S) of \( \hat{\theta}_{DS} \) as:
\[
P.O.S.S = \frac{n_2 J_0(a^*, b^*) \times 100}{n} \quad \text{...}(20)
\]
See [6],[7]and [9].

And, finally, \( p(\hat{\theta}_1 \in R) \) represent the probability of a voiding the second sample.

3. Numerical Results and Discussion:

The computations of Relative Efficiency \([\text{R.Eff}(\cdot)]\) and Bias Ratio \([B(\cdot)]\), Expected sample size \([E(n|\theta R)]\), Expected sample size proportion \([E(n|\theta R)/n]\), Percentage of the overall sample saved (P.O.S.S.) and probability of avoiding the second sample \( p(\hat{\theta}_1 \in R) \) were used for the estimator \( \hat{\theta}_{DS} \). These computations (using Mat. LAB programs) were performed for \( n_1 = 4, 6, 8, 10, 12, 16, u = (n_2/n_1) = 0.5, 1, 2, 3, 9, 12, \lambda = (\theta_0/\theta) = 0.25(0.25)2, \alpha = 0.01, 0.05, 0.1 \).

Some of these computations are given in tables (1) - (12).

The observation mentioned in the tables leads to the following results:

i. The Relative Efficiency \([\text{R.Eff}(\cdot)]\) of \( \hat{\theta}_{DS} \) are adversely proportional with small value of \( \alpha \) especially when \( \lambda = 1 \), i.e. \( \alpha = 0.01 \) yield highest efficiency. see table (1) ,(2).

ii. The Relative Efficiency \([\text{R.Eff}(\cdot)]\) of \( \hat{\theta}_{DS} \) has maximum value when \( \theta = \hat{\theta}_0(\lambda=1) \), for each \( n_1 \) and \( \alpha \), and decreasing otherwise \( (\lambda \neq 1) \). This feature shown the important usefulness of prior knowledge which given higher Effects of proposed estimator as well as the important role of shrinkage technique and its philosophy. see table (1) ,(2).

iii. Bias Ratio \([B(\cdot)]\) of \( \hat{\theta}_{DS} \) are reasonably small when \( \theta = \hat{\theta}_0 \) for each \( n_1 \), \( \alpha \), and increases otherwise. This property shown that the proposed estimator \( \hat{\theta}_{DS} \) is very closely to unbiased ness property especially when \( \theta = \theta_0 \). See table (1) ,(2).

iv. The Effective interval of \( \hat{\theta}_{DS} \) [the value of \( \lambda \) which makes \( \text{R.Eff}(\cdot) \) of \( \hat{\theta}_{DS} \) greater than one] is approximately \([0.75, 1.25]\). See table (1) ,(2).

v. Bias Ratio \([B(\cdot)]\) of \( \hat{\theta}_{DS} \) are reasonably small with small value of \( u \). see table (1) ,(2).

vi. \( \text{R.Eff}(\hat{\theta}_{DS}) \) is decreasing function with increasing of the first sample size \( n_1 \), for each \( \alpha \) and \( \lambda \). See table (1) ,(2).

vii. The Expected value of sample size of \( \hat{\theta}_{DS} \) is close to \( n_1 \), especially when \( 0.5 \leq \lambda < 1 \) and start faraway otherwise. see table (3) ,(4),(5),(8), (9) ,(10).

viii. Percentage of the overall sample saved \( \frac{n_2 J_0(a^*, b^*) \times 100}{n} \) is increasing value with increasing value of \( u \) \((u = n_2/n_1)\) and decreasing value with increasing value of \( \lambda \geq 0.5 \). see table (6) ,(11).

ix. \( \text{R.Eff}(\hat{\theta}_{DS}) \) is an increasing function with respect to \( u \). This property shown the effective of proposed estimator using small \( n_1 \) relative to \( n_2 \) (or large \( n_2 \)) which given higher efficiency and reduce the observation cost. See table (1) ,(2).

x. the Probability of avoiding second sample is very suitable especially when \( \theta = \theta_0 \) see table (7) ,(12).

xi. The considered estimator \( \hat{\theta}_{DS} \) is better than the classical estimator \( \hat{\theta} \) especially when \( \theta = \theta_0 \), this will given the Effective of \( \hat{\theta}_{DS} \) Relative to \( \hat{\theta} \) and also given an important weight of prior knowledge, and the augmentation of efficiency may be reach to tens times. see table (1) ,(2).

xii. The considered estimator \( \hat{\theta}_{DS} \) is more efficient than the estimators introduced by [6] and [7] in the sense of higher efficiency.
References:


Table 1

Shown Bias Ratio \([B(\cdot)]\) and Relative Efficiency \([\text{R.Eff.}(\cdot)]\) of \(\tilde{\theta}_{DS}\) w.r.t. \(u, n_1, \lambda\) and \(\lambda\) when \(\alpha=0.01\)

<table>
<thead>
<tr>
<th>(u)</th>
<th>(n_1)</th>
<th>(\lambda)</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1</th>
<th>1.25</th>
<th>1.5</th>
<th>1.75</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>R.Eff. ((\cdot))</td>
<td>0.3035</td>
<td>0.9384</td>
<td>3.7891</td>
<td>35.8892</td>
<td>3.3465</td>
<td>0.9428</td>
<td>0.4402</td>
<td>0.2596</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R.Eff. ((\cdot))</td>
<td>0.4857</td>
<td>1.3788</td>
<td>5.5677</td>
<td>52.7352</td>
<td>4.9173</td>
<td>1.3853</td>
<td>0.6468</td>
<td>0.3814</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi ((\cdot))</td>
<td>-0.4257</td>
<td>-0.8477</td>
<td>-2.4899</td>
<td>-0.0078</td>
<td>0.2163</td>
<td>0.4145</td>
<td>0.5869</td>
<td>0.7124</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>R.Eff. ((\cdot))</td>
<td>0.2587</td>
<td>0.6464</td>
<td>2.5308</td>
<td>19.3121</td>
<td>2.1616</td>
<td>0.6568</td>
<td>0.3357</td>
<td>0.2271</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R.Eff. ((\cdot))</td>
<td>0.0357</td>
<td>0.8334</td>
<td>3.2639</td>
<td>24.8962</td>
<td>2.7869</td>
<td>0.8468</td>
<td>0.4351</td>
<td>0.2928</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi ((\cdot))</td>
<td>-0.3848</td>
<td>-0.4906</td>
<td>-2.4898</td>
<td>-0.0142</td>
<td>0.1830</td>
<td>0.3256</td>
<td>0.4093</td>
<td>0.4416</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>R.Eff. ((\cdot))</td>
<td>0.2161</td>
<td>0.4903</td>
<td>1.8923</td>
<td>12.1306</td>
<td>1.6177</td>
<td>0.5593</td>
<td>0.3406</td>
<td>0.2814</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R.Eff. ((\cdot))</td>
<td>0.2613</td>
<td>0.5927</td>
<td>2.2874</td>
<td>14.6666</td>
<td>1.9557</td>
<td>0.6761</td>
<td>0.4117</td>
<td>0.3401</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi ((\cdot))</td>
<td>-0.3351</td>
<td>-0.4918</td>
<td>-2.4777</td>
<td>-0.0193</td>
<td>0.1493</td>
<td>0.2398</td>
<td>0.2643</td>
<td>0.2500</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>R.Eff. ((\cdot))</td>
<td>0.1778</td>
<td>0.3297</td>
<td>1.2551</td>
<td>6.3488</td>
<td>1.1810</td>
<td>0.5852</td>
<td>0.5170</td>
<td>0.5677</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R.Eff. ((\cdot))</td>
<td>0.2016</td>
<td>0.3739</td>
<td>1.4235</td>
<td>7.2009</td>
<td>1.3395</td>
<td>0.6638</td>
<td>0.5864</td>
<td>0.6539</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi ((\cdot))</td>
<td>-0.2405</td>
<td>-0.4930</td>
<td>-2.4366</td>
<td>-0.0241</td>
<td>0.0959</td>
<td>0.1245</td>
<td>0.5170</td>
<td>0.1021</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>R.Eff. ((\cdot))</td>
<td>0.3128</td>
<td>0.9642</td>
<td>3.7634</td>
<td>69.9797</td>
<td>3.1479</td>
<td>0.7822</td>
<td>0.3355</td>
<td>0.1843</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R.Eff. ((\cdot))</td>
<td>0.3782</td>
<td>1.1656</td>
<td>4.5496</td>
<td>84.5976</td>
<td>3.8084</td>
<td>0.9456</td>
<td>0.4055</td>
<td>0.2228</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi ((\cdot))</td>
<td>-0.5147</td>
<td>-0.4915</td>
<td>-2.4737</td>
<td>-0.0046</td>
<td>0.2205</td>
<td>0.4186</td>
<td>0.5830</td>
<td>0.7102</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>R.Eff. ((\cdot))</td>
<td>0.2075</td>
<td>0.6482</td>
<td>2.4611</td>
<td>33.5512</td>
<td>3.1827</td>
<td>0.4678</td>
<td>0.2174</td>
<td>0.1372</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R.Eff. ((\cdot))</td>
<td>0.2353</td>
<td>0.7352</td>
<td>2.7914</td>
<td>38.0543</td>
<td>2.0708</td>
<td>0.5306</td>
<td>0.2466</td>
<td>0.1556</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi ((\cdot))</td>
<td>-0.4599</td>
<td>-0.4928</td>
<td>-2.2458</td>
<td>-0.0076</td>
<td>0.1915</td>
<td>0.3319</td>
<td>0.4816</td>
<td>0.4285</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>R.Eff. ((\cdot))</td>
<td>0.1572</td>
<td>0.4876</td>
<td>1.8036</td>
<td>18.8733</td>
<td>1.2417</td>
<td>0.3611</td>
<td>0.2046</td>
<td>0.1661</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R.Eff. ((\cdot))</td>
<td>0.1727</td>
<td>0.5358</td>
<td>1.9819</td>
<td>20.7391</td>
<td>1.3645</td>
<td>0.3968</td>
<td>0.2249</td>
<td>0.1825</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi ((\cdot))</td>
<td>-0.4023</td>
<td>-0.4934</td>
<td>-2.2436</td>
<td>-0.0101</td>
<td>0.1591</td>
<td>0.2417</td>
<td>0.2516</td>
<td>0.2203</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>R.Eff. ((\cdot))</td>
<td>0.1150</td>
<td>0.3258</td>
<td>1.1248</td>
<td>7.9895</td>
<td>0.8251</td>
<td>0.3769</td>
<td>0.3567</td>
<td>0.4562</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R.Eff. ((\cdot))</td>
<td>0.1224</td>
<td>0.3469</td>
<td>1.2167</td>
<td>8.5068</td>
<td>0.8785</td>
<td>0.4013</td>
<td>0.3798</td>
<td>0.4857</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi ((\cdot))</td>
<td>-0.2961</td>
<td>-0.4940</td>
<td>-0.2376</td>
<td>-0.0124</td>
<td>0.0999</td>
<td>0.1103</td>
<td>0.0842</td>
<td>0.0618</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>u</th>
<th>n₁</th>
<th>λ</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1</th>
<th>1.25</th>
<th>1.5</th>
<th>1.75</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.3087</td>
<td>0.8177</td>
<td>3.1909</td>
<td>9.8719</td>
<td>2.4474</td>
<td>0.8913</td>
<td>0.4849</td>
<td>0.3305</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.2704</td>
<td>0.6025</td>
<td>2.2648</td>
<td>6.6277</td>
<td>1.7150</td>
<td>0.7266</td>
<td>0.4783</td>
<td>0.4010</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.2460</td>
<td>0.6885</td>
<td>1.7350</td>
<td>4.7315</td>
<td>1.3649</td>
<td>0.6991</td>
<td>0.5538</td>
<td>0.5349</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.2333</td>
<td>0.3212</td>
<td>1.1921</td>
<td>2.8392</td>
<td>1.0528</td>
<td>0.7480</td>
<td>0.7065</td>
<td>0.7128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.2823</td>
<td>0.8630</td>
<td>3.1404</td>
<td>15.4862</td>
<td>2.1773</td>
<td>0.6526</td>
<td>0.3252</td>
<td>0.2116</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.2055</td>
<td>0.5918</td>
<td>2.0429</td>
<td>8.4952</td>
<td>1.3600</td>
<td>0.4978</td>
<td>0.3182</td>
<td>0.2740</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.1702</td>
<td>0.4928</td>
<td>1.4838</td>
<td>5.3742</td>
<td>1.0547</td>
<td>0.5028</td>
<td>0.4208</td>
<td>0.4559</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.1476</td>
<td>0.3015</td>
<td>0.9378</td>
<td>2.8385</td>
<td>0.8846</td>
<td>0.6729</td>
<td>0.7304</td>
<td>0.8016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.1565</td>
<td>0.7168</td>
<td>2.3860</td>
<td>22.2987</td>
<td>1.3441</td>
<td>0.3380</td>
<td>0.1561</td>
<td>0.0975</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.1032</td>
<td>0.4806</td>
<td>1.4152</td>
<td>10.4846</td>
<td>0.7834</td>
<td>0.2471</td>
<td>0.1521</td>
<td>0.1317</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.0812</td>
<td>0.5053</td>
<td>1.4880</td>
<td>11.0237</td>
<td>0.8237</td>
<td>0.2598</td>
<td>0.1599</td>
<td>0.1385</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.0671</td>
<td>0.3751</td>
<td>0.9949</td>
<td>6.2530</td>
<td>0.6341</td>
<td>0.2724</td>
<td>0.2343</td>
<td>0.2800</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.1363</td>
<td>0.6524</td>
<td>2.1050</td>
<td>23.9545</td>
<td>1.1174</td>
<td>0.2717</td>
<td>0.1231</td>
<td>0.0767</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.0820</td>
<td>0.4365</td>
<td>1.2179</td>
<td>10.9075</td>
<td>0.6437</td>
<td>0.1971</td>
<td>0.1204</td>
<td>0.1043</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.0641</td>
<td>0.3279</td>
<td>0.8096</td>
<td>6.1513</td>
<td>0.5038</td>
<td>0.2114</td>
<td>0.1824</td>
<td>0.2221</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.0526</td>
<td>0.2188</td>
<td>0.4496</td>
<td>2.8942</td>
<td>0.4990</td>
<td>0.3987</td>
<td>0.5541</td>
<td>0.7710</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table (2)

Shown Bias Ratio [B(·)] and Relative Efficiency [R.Eff. (·)] of $\hat{\theta}_{DS}$ w.r.t. u, n₁ and λ when α=0.05

Abbasi Najim Salman  Assel Hussein Ali  Maha A. Mohammed
Table (3)
Shown Expected Sample Size \([E]\) and Expected Sample Size Proportion \([Ep]\) of \(\tilde{\theta}_{DS}\) w.r.t. \(u\) and \(\lambda\) when \(n_1 = 4, \alpha = 0.01\)

<table>
<thead>
<tr>
<th>(u)</th>
<th>(\lambda)</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1</th>
<th>1.25</th>
<th>1.5</th>
<th>1.75</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>EP</td>
<td>0.6017</td>
<td>0.5050</td>
<td>0.5098</td>
<td>0.5238</td>
<td>0.5451</td>
<td>0.5729</td>
<td>0.6057</td>
<td>0.6417</td>
</tr>
<tr>
<td>3</td>
<td>EP</td>
<td>0.4025</td>
<td>0.2575</td>
<td>0.2647</td>
<td>0.2857</td>
<td>0.3177</td>
<td>0.3594</td>
<td>0.4086</td>
<td>0.4627</td>
</tr>
<tr>
<td>9</td>
<td>EP</td>
<td>0.2830</td>
<td>0.1090</td>
<td>0.1176</td>
<td>0.1429</td>
<td>0.1813</td>
<td>0.2313</td>
<td>0.2903</td>
<td>0.3551</td>
</tr>
<tr>
<td>12</td>
<td>EP</td>
<td>0.2640</td>
<td>0.0862</td>
<td>0.0950</td>
<td>0.1209</td>
<td>0.1603</td>
<td>0.2116</td>
<td>0.2721</td>
<td>0.3386</td>
</tr>
</tbody>
</table>

Table (4)
Shown Expected Sample Size \([E]\) and Expected Sample Size Proportion \([Ep]\) of \(\tilde{\theta}_{DS}\) w.r.t. \(u\) and \(\lambda\) when \(n_1 = 6, \alpha = 0.01\)

<table>
<thead>
<tr>
<th>(u)</th>
<th>(\lambda)</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1</th>
<th>1.25</th>
<th>1.5</th>
<th>1.75</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>EP</td>
<td>0.6457</td>
<td>0.5050</td>
<td>0.5151</td>
<td>0.5458</td>
<td>0.5954</td>
<td>0.6580</td>
<td>0.7251</td>
<td>0.7889</td>
</tr>
<tr>
<td>3</td>
<td>EP</td>
<td>0.4685</td>
<td>0.2575</td>
<td>0.2727</td>
<td>0.3187</td>
<td>0.3930</td>
<td>0.4871</td>
<td>0.5877</td>
<td>0.6833</td>
</tr>
<tr>
<td>9</td>
<td>EP</td>
<td>0.3623</td>
<td>0.1090</td>
<td>0.1273</td>
<td>0.1824</td>
<td>0.2717</td>
<td>0.3845</td>
<td>0.5052</td>
<td>0.6200</td>
</tr>
<tr>
<td>12</td>
<td>EP</td>
<td>0.3459</td>
<td>0.0862</td>
<td>0.1049</td>
<td>0.1614</td>
<td>0.2530</td>
<td>0.3687</td>
<td>0.4925</td>
<td>0.6102</td>
</tr>
</tbody>
</table>

Table (5)
Shown Expected Sample Size \([E]\) and Expected Sample Size Proportion \([Ep]\) of \(\tilde{\theta}_{DS}\) w.r.t. \(u\) and \(\lambda\) when \(n_1 = 8, \alpha = 0.01\)

<table>
<thead>
<tr>
<th>(u)</th>
<th>(\lambda)</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1</th>
<th>1.25</th>
<th>1.5</th>
<th>1.75</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>EP</td>
<td>0.6885</td>
<td>0.5050</td>
<td>0.5215</td>
<td>0.5743</td>
<td>0.6584</td>
<td>0.7532</td>
<td>0.8380</td>
<td>0.9022</td>
</tr>
<tr>
<td>3</td>
<td>EP</td>
<td>0.5328</td>
<td>0.2575</td>
<td>0.2823</td>
<td>0.3615</td>
<td>0.4875</td>
<td>0.6298</td>
<td>0.7570</td>
<td>0.8532</td>
</tr>
<tr>
<td>9</td>
<td>EP</td>
<td>0.4394</td>
<td>0.1090</td>
<td>0.1388</td>
<td>0.2338</td>
<td>0.3850</td>
<td>0.5557</td>
<td>0.7084</td>
<td>0.8239</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>35.1483</td>
<td>8.7200</td>
<td>11.1008</td>
<td>18.7021</td>
<td>30.8029</td>
<td>44.5772</td>
<td>56.6697</td>
<td>65.9105</td>
</tr>
<tr>
<td>12</td>
<td>EP</td>
<td>0.4250</td>
<td>0.0862</td>
<td>0.1167</td>
<td>0.2141</td>
<td>0.3693</td>
<td>0.5443</td>
<td>0.7009</td>
<td>0.8194</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>44.1980</td>
<td>8.9600</td>
<td>12.1344</td>
<td>22.2694</td>
<td>38.4039</td>
<td>56.6102</td>
<td>72.8930</td>
<td>85.2141</td>
</tr>
</tbody>
</table>
Table (6)
Shown the Percentage of overall Sample Saved (P.O.S.S.) of $\theta_{DS}$ w.r.t. $u$, $n_1$ and $\lambda$ when $\alpha=0.01$

<table>
<thead>
<tr>
<th>$u$</th>
<th>$n_1$</th>
<th>$\lambda$</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1</th>
<th>1.25</th>
<th>1.5</th>
<th>1.75</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td></td>
<td>39.8308</td>
<td>49.5000</td>
<td>49.0218</td>
<td>47.6172</td>
<td>45.4853</td>
<td>42.7058</td>
<td>39.4275</td>
<td>35.8280</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>35.4302</td>
<td>49.5000</td>
<td>48.4854</td>
<td>45.4230</td>
<td>40.4637</td>
<td>34.1956</td>
<td>27.4869</td>
<td>21.1136</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>31.1469</td>
<td>49.5000</td>
<td>47.8467</td>
<td>42.5680</td>
<td>34.1646</td>
<td>24.6822</td>
<td>16.7843</td>
<td>9.7843</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td></td>
<td>59.7462</td>
<td>74.2500</td>
<td>73.5327</td>
<td>71.4259</td>
<td>68.2279</td>
<td>64.0587</td>
<td>59.1412</td>
<td>53.7420</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>53.1453</td>
<td>74.2500</td>
<td>72.7281</td>
<td>68.1344</td>
<td>60.6956</td>
<td>51.2934</td>
<td>41.2304</td>
<td>31.6704</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>46.7203</td>
<td>74.2500</td>
<td>71.7700</td>
<td>63.8520</td>
<td>51.2469</td>
<td>37.0233</td>
<td>24.3024</td>
<td>14.6765</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td>35.0358</td>
<td>74.2501</td>
<td>69.4244</td>
<td>53.2249</td>
<td>31.6033</td>
<td>14.7260</td>
<td>5.9509</td>
<td>1.7944</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td></td>
<td>71.6954</td>
<td>89.1000</td>
<td>88.2392</td>
<td>85.7110</td>
<td>81.8735</td>
<td>76.8704</td>
<td>70.9694</td>
<td>64.4904</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>63.7743</td>
<td>89.1000</td>
<td>87.2373</td>
<td>81.7613</td>
<td>72.8347</td>
<td>61.5521</td>
<td>49.7464</td>
<td>38.0045</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>56.0643</td>
<td>89.1000</td>
<td>86.1240</td>
<td>76.6224</td>
<td>61.4963</td>
<td>44.4279</td>
<td>29.1628</td>
<td>17.6118</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td>42.0430</td>
<td>89.1001</td>
<td>83.3093</td>
<td>63.8699</td>
<td>37.9240</td>
<td>17.6712</td>
<td>6.7086</td>
<td>2.1533</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td></td>
<td>73.5338</td>
<td>91.3846</td>
<td>90.5017</td>
<td>87.9087</td>
<td>83.9728</td>
<td>78.8414</td>
<td>72.7892</td>
<td>66.1440</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>65.4095</td>
<td>91.3846</td>
<td>89.5115</td>
<td>83.8578</td>
<td>74.7022</td>
<td>63.1304</td>
<td>50.7451</td>
<td>38.9790</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>57.5019</td>
<td>91.3846</td>
<td>88.3233</td>
<td>78.5871</td>
<td>63.0731</td>
<td>45.5671</td>
<td>29.9106</td>
<td>18.0634</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td>43.1210</td>
<td>91.3848</td>
<td>85.4454</td>
<td>65.5076</td>
<td>38.8964</td>
<td>18.1243</td>
<td>6.8807</td>
<td>2.2085</td>
</tr>
</tbody>
</table>

Table (7)
Shown the Probability of avoiding Second Sample [Av] w.r.t. $u$, $n_1$ and $\lambda$ when $\alpha=0.01$

<table>
<thead>
<tr>
<th>$u$</th>
<th>$n_1$</th>
<th>$\lambda$</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1</th>
<th>1.25</th>
<th>1.5</th>
<th>1.75</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td></td>
<td>0.7966</td>
<td>0.9900</td>
<td>0.9804</td>
<td>0.9523</td>
<td>0.9097</td>
<td>0.8541</td>
<td>0.7885</td>
<td>0.7166</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>0.7086</td>
<td>0.9900</td>
<td>0.9697</td>
<td>0.9085</td>
<td>0.8093</td>
<td>0.6839</td>
<td>0.5497</td>
<td>0.4223</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>0.6229</td>
<td>0.9900</td>
<td>0.9569</td>
<td>0.8514</td>
<td>0.6833</td>
<td>0.4936</td>
<td>0.3240</td>
<td>0.1957</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td>0.4671</td>
<td>0.9900</td>
<td>0.9257</td>
<td>0.7097</td>
<td>0.4214</td>
<td>0.1963</td>
<td>0.0745</td>
<td>0.0239</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td></td>
<td>0.766</td>
<td>0.9900</td>
<td>0.9804</td>
<td>0.9523</td>
<td>0.9097</td>
<td>0.8541</td>
<td>0.7885</td>
<td>0.7166</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>0.7086</td>
<td>0.9900</td>
<td>0.9697</td>
<td>0.9085</td>
<td>0.8093</td>
<td>0.6839</td>
<td>0.5497</td>
<td>0.4223</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>0.6229</td>
<td>0.9900</td>
<td>0.9569</td>
<td>0.8514</td>
<td>0.6833</td>
<td>0.4936</td>
<td>0.3240</td>
<td>0.1957</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td>0.4671</td>
<td>0.9900</td>
<td>0.9257</td>
<td>0.7097</td>
<td>0.4214</td>
<td>0.1963</td>
<td>0.0745</td>
<td>0.0239</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td></td>
<td>0.7966</td>
<td>0.9900</td>
<td>0.9804</td>
<td>0.9523</td>
<td>0.9097</td>
<td>0.8541</td>
<td>0.7885</td>
<td>0.7166</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>0.7086</td>
<td>0.9900</td>
<td>0.9697</td>
<td>0.9085</td>
<td>0.8093</td>
<td>0.6839</td>
<td>0.5497</td>
<td>0.4223</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>0.6229</td>
<td>0.9900</td>
<td>0.9569</td>
<td>0.8514</td>
<td>0.6833</td>
<td>0.4936</td>
<td>0.3240</td>
<td>0.1957</td>
</tr>
</tbody>
</table>
Table (8)
Shown Expected Sample Size \([E]\) and Expected Sample Size Proportion \([Ep]\) of \(\tilde{\theta}_{DS}\) w.r.t. \(u\) and \(\lambda\)
when \(n_1 = 4, \alpha = 0.05\)

<table>
<thead>
<tr>
<th>(u)</th>
<th>(\lambda)</th>
<th>(0.25)</th>
<th>(0.5)</th>
<th>(0.75)</th>
<th>(1)</th>
<th>(1.25)</th>
<th>(1.5)</th>
<th>(1.75)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>EP</td>
<td>0.6823</td>
<td>0.5250</td>
<td>0.5423</td>
<td>0.5883</td>
<td>0.6457</td>
<td>0.7065</td>
<td>0.7647</td>
<td>0.8167</td>
</tr>
<tr>
<td>3</td>
<td>EP</td>
<td>0.5235</td>
<td>0.2875</td>
<td>0.3135</td>
<td>0.3825</td>
<td>0.4685</td>
<td>0.5597</td>
<td>0.6417</td>
<td>0.7251</td>
</tr>
<tr>
<td>9</td>
<td>EP</td>
<td>0.4282</td>
<td>0.1450</td>
<td>0.1762</td>
<td>0.2590</td>
<td>0.3622</td>
<td>0.4716</td>
<td>0.5765</td>
<td>0.6701</td>
</tr>
<tr>
<td>12</td>
<td>EP</td>
<td>0.4135</td>
<td>0.1231</td>
<td>0.1550</td>
<td>0.2400</td>
<td>0.3459</td>
<td>0.4581</td>
<td>0.5657</td>
<td>0.6616</td>
</tr>
</tbody>
</table>

Table (9)
Shown Expected Sample Size \([E]\) and Expected Sample Size Proportion \([Ep]\) of \(\tilde{\theta}_{DS}\) w.r.t. \(u\) and \(\lambda\)
when \(n_1 = 6, \alpha = 0.05\)

<table>
<thead>
<tr>
<th>(u)</th>
<th>(\lambda)</th>
<th>(0.25)</th>
<th>(0.5)</th>
<th>(0.75)</th>
<th>(1)</th>
<th>(1.25)</th>
<th>(1.5)</th>
<th>(1.75)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>EP</td>
<td>0.7368</td>
<td>0.5250</td>
<td>0.5590</td>
<td>0.6404</td>
<td>0.7359</td>
<td>0.8231</td>
<td>0.8902</td>
<td>0.9361</td>
</tr>
<tr>
<td>3</td>
<td>EP</td>
<td>0.6052</td>
<td>0.2875</td>
<td>0.3384</td>
<td>0.4606</td>
<td>0.6039</td>
<td>0.7346</td>
<td>0.8353</td>
<td>0.9041</td>
</tr>
<tr>
<td>9</td>
<td>EP</td>
<td>0.5263</td>
<td>0.1450</td>
<td>0.2061</td>
<td>0.3527</td>
<td>0.5247</td>
<td>0.6815</td>
<td>0.8024</td>
<td>0.8849</td>
</tr>
<tr>
<td>12</td>
<td>EP</td>
<td>0.5141</td>
<td>0.1231</td>
<td>0.1858</td>
<td>0.3361</td>
<td>0.5125</td>
<td>0.6734</td>
<td>0.7973</td>
<td>0.8820</td>
</tr>
</tbody>
</table>

Table (10)
Shown Expected Sample Size \([E]\) and Expected Sample Size Proportion \([Ep]\) of \(\tilde{\theta}_{DS}\) w.r.t. \(u\) and \(\lambda\)
when \(n_1 = 8, \alpha = 0.05\)

<table>
<thead>
<tr>
<th>(u)</th>
<th>(\lambda)</th>
<th>(0.25)</th>
<th>(0.5)</th>
<th>(0.75)</th>
<th>(1)</th>
<th>(1.25)</th>
<th>(1.5)</th>
<th>(1.75)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>EP</td>
<td>0.7838</td>
<td>0.5250</td>
<td>0.5766</td>
<td>0.6938</td>
<td>0.8158</td>
<td>0.9053</td>
<td>0.9571</td>
<td>0.9825</td>
</tr>
<tr>
<td>3</td>
<td>EP</td>
<td>0.6758</td>
<td>0.2875</td>
<td>0.3649</td>
<td>0.5406</td>
<td>0.7237</td>
<td>0.8579</td>
<td>0.9357</td>
<td>0.9738</td>
</tr>
<tr>
<td>9</td>
<td>EP</td>
<td>0.6109</td>
<td>0.1450</td>
<td>0.2379</td>
<td>0.4488</td>
<td>0.6684</td>
<td>0.8295</td>
<td>0.9229</td>
<td>0.9685</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>48.8733</td>
<td>11.6000</td>
<td>19.0285</td>
<td>35.9023</td>
<td>53.4759</td>
<td>66.3627</td>
<td>73.8286</td>
<td>77.4812</td>
</tr>
<tr>
<td>12</td>
<td>EP</td>
<td>0.6009</td>
<td>0.1231</td>
<td>0.2183</td>
<td>0.4346</td>
<td>0.6599</td>
<td>0.8252</td>
<td>0.9209</td>
<td>0.9677</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>62.4977</td>
<td>12.8000</td>
<td>22.7047</td>
<td>45.2030</td>
<td>68.6345</td>
<td>85.8170</td>
<td>95.7715</td>
<td>100.6416</td>
</tr>
</tbody>
</table>
Table (11)

Shown the Percentage of overall Sample Saved (P.O.S.S.) of $\tilde{\theta}_{DS}$ w.r.t. $u$, $n_l$ and $\lambda$ when $\alpha = 0.05$

<table>
<thead>
<tr>
<th>$u$</th>
<th>$n_l$</th>
<th>$\lambda$</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1</th>
<th>1.25</th>
<th>1.5</th>
<th>1.75</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>POSS</td>
<td>31.7661</td>
<td>47.5002</td>
<td>45.7694</td>
<td>41.1652</td>
<td>35.4328</td>
<td>29.3537</td>
<td>23.5264</td>
<td>18.3285</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td></td>
<td>26.3179</td>
<td>47.5000</td>
<td>44.1034</td>
<td>35.9633</td>
<td>26.4053</td>
<td>17.6933</td>
<td>10.9805</td>
<td>6.3942</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td></td>
<td>21.6158</td>
<td>47.5000</td>
<td>42.3413</td>
<td>30.6234</td>
<td>18.4195</td>
<td>9.4703</td>
<td>4.2857</td>
<td>1.7492</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td></td>
<td>14.2597</td>
<td>47.5001</td>
<td>38.6404</td>
<td>20.8292</td>
<td>7.6855</td>
<td>2.0880</td>
<td>0.4471</td>
<td>0.0795</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>POSS</td>
<td>47.6492</td>
<td>71.2503</td>
<td>68.6542</td>
<td>61.7478</td>
<td>53.1492</td>
<td>44.0305</td>
<td>35.2896</td>
<td>27.4928</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td></td>
<td>32.4237</td>
<td>71.2500</td>
<td>63.5120</td>
<td>45.9351</td>
<td>27.6293</td>
<td>14.2055</td>
<td>6.4285</td>
<td>2.6238</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td></td>
<td>21.3896</td>
<td>71.2501</td>
<td>57.9605</td>
<td>31.2438</td>
<td>11.5283</td>
<td>3.1321</td>
<td>0.6707</td>
<td>0.1192</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>POSS</td>
<td>5731790</td>
<td>85.5004</td>
<td>82.3850</td>
<td>74.0973</td>
<td>63.7790</td>
<td>52.8367</td>
<td>42.3475</td>
<td>32.9913</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td></td>
<td>47.3723</td>
<td>85.5000</td>
<td>79.3860</td>
<td>64.7340</td>
<td>47.5296</td>
<td>31.8480</td>
<td>19.7949</td>
<td>11.5096</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td></td>
<td>38.9084</td>
<td>85.5000</td>
<td>76.2144</td>
<td>55.1222</td>
<td>33.1552</td>
<td>17.0466</td>
<td>7.7142</td>
<td>3.1485</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td></td>
<td>25.6675</td>
<td>85.5001</td>
<td>69.5526</td>
<td>37.4925</td>
<td>13.8340</td>
<td>3.7585</td>
<td>0.8049</td>
<td>0.1431</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>POSS</td>
<td>58.6452</td>
<td>87.6927</td>
<td>84.4974</td>
<td>75.9972</td>
<td>65.4143</td>
<td>54.1914</td>
<td>43.4334</td>
<td>33.8372</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td></td>
<td>48.5870</td>
<td>87.6923</td>
<td>81.4216</td>
<td>66.3938</td>
<td>48.7483</td>
<td>32.6646</td>
<td>20.2717</td>
<td>11.8048</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td></td>
<td>39.9060</td>
<td>87.6923</td>
<td>78.1686</td>
<td>56.5356</td>
<td>34.0053</td>
<td>17.4837</td>
<td>7.9120</td>
<td>3.2293</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td></td>
<td>26.3256</td>
<td>87.6924</td>
<td>71.3360</td>
<td>38.4539</td>
<td>14.1887</td>
<td>3.8549</td>
<td>0.8255</td>
<td>0.1467</td>
</tr>
</tbody>
</table>
Table (12)
Shown the Probability of a Voiding Second Sample \([Av]\) w.r.t. \(u, n_1\) and \(\lambda\) when \(\alpha=0.05\)

<table>
<thead>
<tr>
<th>(u)</th>
<th>(n_1)</th>
<th>(\lambda)</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>1.00</th>
<th>1.25</th>
<th>1.50</th>
<th>1.75</th>
<th>2.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>AV</td>
<td>0.6353</td>
<td>0.9500</td>
<td>0.9154</td>
<td>0.8233</td>
<td>0.7087</td>
<td>0.5871</td>
<td>0.4705</td>
<td>0.3666</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td></td>
<td>0.5264</td>
<td>0.9500</td>
<td>0.8821</td>
<td>0.7193</td>
<td>0.5281</td>
<td>0.3539</td>
<td>0.2196</td>
<td>0.1279</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td></td>
<td>0.4323</td>
<td>0.9500</td>
<td>0.8468</td>
<td>0.6125</td>
<td>0.3684</td>
<td>0.1894</td>
<td>0.0857</td>
<td>0.0350</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td></td>
<td>0.2852</td>
<td>0.9500</td>
<td>0.7728</td>
<td>0.4166</td>
<td>0.1537</td>
<td>0.0418</td>
<td>0.0089</td>
<td>0.0016</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>AV</td>
<td>0.6353</td>
<td>0.9500</td>
<td>0.9154</td>
<td>0.8233</td>
<td>0.7087</td>
<td>0.5871</td>
<td>0.4705</td>
<td>0.3666</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td></td>
<td>0.5264</td>
<td>0.9500</td>
<td>0.8821</td>
<td>0.7193</td>
<td>0.5281</td>
<td>0.3539</td>
<td>0.2196</td>
<td>0.1279</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td></td>
<td>0.4323</td>
<td>0.9500</td>
<td>0.8468</td>
<td>0.6125</td>
<td>0.3684</td>
<td>0.1894</td>
<td>0.0857</td>
<td>0.0350</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td></td>
<td>0.2852</td>
<td>0.9500</td>
<td>0.7728</td>
<td>0.4166</td>
<td>0.1537</td>
<td>0.0418</td>
<td>0.0089</td>
<td>0.0016</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>AV</td>
<td>0.6353</td>
<td>0.9500</td>
<td>0.9154</td>
<td>0.8233</td>
<td>0.7087</td>
<td>0.5871</td>
<td>0.4705</td>
<td>0.3666</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td></td>
<td>0.5264</td>
<td>0.9500</td>
<td>0.8821</td>
<td>0.7193</td>
<td>0.5281</td>
<td>0.3539</td>
<td>0.2196</td>
<td>0.1279</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td></td>
<td>0.4323</td>
<td>0.9500</td>
<td>0.8468</td>
<td>0.6125</td>
<td>0.3684</td>
<td>0.1894</td>
<td>0.0857</td>
<td>0.0350</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td></td>
<td>0.2852</td>
<td>0.9500</td>
<td>0.7728</td>
<td>0.4166</td>
<td>0.1537</td>
<td>0.0418</td>
<td>0.0089</td>
<td>0.0016</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>AV</td>
<td>0.6353</td>
<td>0.9500</td>
<td>0.9154</td>
<td>0.8233</td>
<td>0.7087</td>
<td>0.5871</td>
<td>0.4705</td>
<td>0.3666</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td></td>
<td>0.5264</td>
<td>0.9500</td>
<td>0.8821</td>
<td>0.7193</td>
<td>0.5281</td>
<td>0.3539</td>
<td>0.2196</td>
<td>0.1279</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td></td>
<td>0.4323</td>
<td>0.9500</td>
<td>0.8468</td>
<td>0.6125</td>
<td>0.3684</td>
<td>0.1894</td>
<td>0.0857</td>
<td>0.0350</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td></td>
<td>0.2852</td>
<td>0.9500</td>
<td>0.7728</td>
<td>0.4166</td>
<td>0.1537</td>
<td>0.0418</td>
<td>0.0089</td>
<td>0.0016</td>
</tr>
</tbody>
</table>