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Abstract:

In this paper, we estimate the multicomponent $S$ out of $K$ stress-strength system reliability for Burr-III distribution. The research methodology adopted here is to estimate the parameters by using maximum likelihood ML, least square LS, weighted least square WLS, regression Rg and moment MOM estimation. The reliability is estimated using the same methods of estimation and results are compared by Monte-Carlo simulation study using MSE and MAPE criteria, the results show that the ML was the best between them.
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1- Introduction:

A Burr system of distributions was constructed in 1941 by Irving W. Burr. Since the corresponding density functions have a wide variety of shapes, this system is useful for approximating histograms, particularly when a simple mathematical structure for the fitted cumulative distribution function (CDF) is required. Other applications include simulation quantal response, approximation of distributions, and development of non-normal
control charts. A number of standard theoretical distributions are limiting forms of Burr distributions. [15]

The CDF of Br III($\alpha, \theta$) is:-

$$F(x) = (1 + x^{-\theta})^{-\alpha}; \quad x > 0; \alpha, \theta > 0 \quad \ldots(1)$$

Where the parameters $\theta > 0$ and $\alpha > 0$ are the shape parameters of the distribution. Its PDF is:-

$$f(x) = \alpha \theta x^{-\theta - 1}(1 + x^{-\theta})^{-\alpha - 1}; \quad x > 0; \alpha, \theta > 0 \quad \ldots(2)$$

The stress-strength model is used in many applications in physics and engineering such as, strength failure and the system collapse. This model is of special importance in reliability literature. In the statistical approach to the stress-strength model, most of the considerations depend on the assumption that the component strengths are independently and identically distributed (iid) and are subjected to a common stress. [3]

The system reliability of multicomponent based on X and Y two independent and identical random variable.

The system of multicomponent stress-strength studied by Bhattacharyya and Johnson in 1974 where imposed that a stress-strength model is formulated for $s$ out of $k$ system consisting of identical components have an exponential distribution.


The main aim of this article is to discuss the derivate of the mathematical formula of reliability system $R_{s,k}$ for Burr type III distribution, and estimate the reliability function $R_{s,k}$ by using ML, LS, WLS, Rg and MOM methods, then comparison among the results of the estimation methods of the reliability function of multicomponent stress-strength model by using mean square error (MSE) and mean absolute percentage error (MAPE), that will get from a simulation study.
2- Experimental Aspect of Reliability in multicomponent stress-strength:-

In this article, the reliability of multicomponent stress-strength for Burr-III distribution imposed X and Y follow the same population with unknown shape parameters $\alpha$, $\lambda$ and common and known scale parameter $\theta$. Let the random variables $Y, X_1, X_2, ..., X_k$ are independent, $F(x)$ be the continuous distribution function (CDF) of $X_i, i = 1, 2, ..., k$, and $G(y)$ be the common continuous (CDF) of $Y$ then the reliability in a multicomponent stress-strength model is: [2]

$$R_{(s,k)} = \text{Prob (at least s of } X_1, X_2, ..., X_k \text{ exceed } Y)$$

$$= \sum_{a=1}^{k} C_a^k \int_{-\infty}^{\infty} [1 - F(y)]^a F(y)^{k-a} dG(y)$$

Where $Y$ is a strength random variable of multicomponent subjected to a common stress $X$.

Let $X \sim Br3(\alpha, \theta)$ and $Y \sim Br3(\lambda, \theta)$ with unknown shape parameters $\alpha, \lambda$ and common and known scale parameter $\theta$, where $X$ and $Y$ are independently distributed, the reliability in multicomponent stress-strength $R_{(s,k)}$ of Burr-III distribution can be obtained by substitution (1) in (3) as:

$$R_{(s,k)} = \sum_{i=s}^{k} C_i^k \int_{0}^{\infty} [1 - (1 + y^{-\theta})^{-\alpha}]^i [(1 + y^{-\theta})^{-\alpha}]^{k-i} \lambda \theta y^{-(\theta+1)} (1 + y^{-\theta})^{-(\lambda+1)} dy$$

$$= \frac{\lambda}{\alpha} \sum_{i=s}^{k} C_i^k \int_{0}^{1} (k-i)^{\frac{1}{\alpha}} [1 - u]^i du$$

$$= \frac{\lambda}{\alpha} \sum_{i=s}^{k} C_i^k B \left( \left( k - i + \frac{\lambda}{\alpha} \right), (i + 1) \right)$$

Then the $R_{(s,k)}$ of Br III distribution is given by:-

$$R_{(s,k)} = \frac{\lambda}{\alpha} \sum_{i=s}^{k} \frac{k!}{(k-i)!} \left[ \prod_{j=0}^{i} \left( k + \frac{\lambda}{\alpha} - j \right) \right]^{-1}$$

Where $s, k, i$ and $j$ and $s$ are integers.

3- Different method of estimation:

The unknown shape parameters of Br III distribution for the multicomponent reliability function have been estimated by different methods of estimation; Maximum likelihood, Least square, Weighted least square, Regression and Moment method.
3-1 Maximum likelihood function (MLE):

Let \((x_1, x_2, ..., x_n)\) strength random sample have \(Br3(\alpha, \theta)\) distribution with sample size \(n\), where \(\alpha\) is unknown parameter and let \(Y\) stress random variable have \(Br3(\lambda, \theta)\) with sample size \(m\) where \(\lambda\) is unknown parameter, then the likelihood function \(L\), using equation (2) as: [16]

\[
L(x_1, x_2, ..., x_n; \alpha, \theta) = \prod_{i=1}^{n} \left[ \alpha \theta x_i^{-(\theta+1)} (1 + x_i^{-\theta})^{-(\alpha+1)} \right] = \alpha^n \theta^n \prod_{i=1}^{n} x_i^{-(\theta+1)} \prod_{i=1}^{n} (1 + x_i^{-\theta})^{-(\alpha+1)}
\]

The first derivatives of the log-likelihood function with respect to \(\alpha\) and \(\lambda\) are given, respectively, by

\[
\frac{\partial \ln L(x_1, x_2, ..., x_n; \alpha, \theta)}{\partial \alpha} = \frac{n}{\alpha} - \sum_{i=1}^{n} \ln(1 + x_i^{-\theta})
\]

\[
\frac{\partial \ln L(y_1, y_2, ..., y_n; \lambda, \theta)}{\partial \lambda} = \frac{m}{\lambda} - \sum_{j=1}^{m} \ln(1 + y_j^{-\theta})
\]

Then by solution of equations (5), the ML’s estimator for \(\alpha\) and \(\lambda\), \((\hat{\alpha}_{MLE}, \hat{\lambda}_{MLE})\), respectively, can be obtained as:

\[
\hat{\alpha}_{MLE} = \frac{\sum_{i=1}^{n} \ln(1 + x_i^{-\theta})}{n}, \quad \hat{\lambda}_{MLE} = \frac{\sum_{j=1}^{m} \ln(1 + y_j^{-\theta})}{m}
\]

Substitution the equations (6) in the equation (3), the ML estimator for \(R_{(s,k)}\), \(\hat{R}_{BML}\), by the invariant property of ML estimation method, can be obtained as:

\[
\hat{R}_{BML} = \frac{\hat{\lambda}_{MLE}}{\hat{\alpha}_{MLE}} \sum_{i=s}^{k} \frac{k!}{(k-i)!} \left[ \prod_{j=0}^{i} \left( k + \frac{\hat{\lambda}_{MLE}}{\hat{\alpha}_{MLE}} - j \right) \right]^{-1}
\]

3-2:- Least Square Method (LS):

The least squares method estimators can be produce by minimizing the sum of square error between the value and it’s expected value. This estimation method is very popular for model fitting, especially in linear and non-linear regression. [3]

\[
s_1 = \sum_{i=1}^{n} \left[ F(x_{(i)}) - E\left( F(x_{(i)}) \right) \right]^2, \quad s_2 = \sum_{j=1}^{m} \left[ F(y_{(j)}) - E\left( F(y_{(j)}) \right) \right]^2.
\]
Where $E\left(F(x(i))\right)$ and $E\left(F(y(j))\right)$ equal to $P_i$, $P_j$ the plotting position, where $P_i = \frac{i}{n+1}$, for $i = 1, 2, \ldots, n$ and $P_j = \frac{j}{m+1}$, for $j = 1, 2, \ldots, m$. ....(9)

Suppose that $x_1, x_2, \ldots, x_n$ is a random sample, where $X_i$ is strength random variable $Br3(\alpha, \theta)$ distribution with sample size $n$, and $Y$ is the stress random variable of $Br3(\lambda, \theta)$ distribution with sample size $m$.

From a distribution function (1):

$$F(x(i)) = (1 + x(i)^{-\theta})^{-\alpha} \quad \text{and} \quad G(y(j)) = (1 + y(j)^{-\theta})^{-\lambda}$$

Moreover:

$$\left( F(x(i)) \right)^{-1} = (1 + x(i)^{-\theta})^\alpha \quad \text{and} \quad \left( G(y(j)) \right)^{-1} = (1 + y(j)^{-\theta})^\lambda$$

Simplification and changing $F(x(i))$ and $G(y(j))$ by plotting position $P_i, P_j$ (9), and equal to zero, we obtain:

$$\ln(P_i)^{-1} - \alpha \ln(1 + x(i)^{-\theta}) = 0$$

$$\ln(P_j)^{-1} - \lambda \ln(1 + y(j)^{-\theta}) = 0 \quad \ldots(10)$$

Substitution (10) in (8) and taking the first derivative with respect to the unknown shape parameters $\alpha$ and $\lambda$, and equating the result to zero, we get:

$$\hat{\alpha}_{LS} = \frac{\sum_{i=1}^{n}(\ln(P_i)^{-1} \ln(1+x(i)^{-\theta}))}{\sum_{i=1}^{n}(\ln(1+x(i)^{-\theta}))^2}, \quad \hat{\lambda}_{LS} = \frac{\sum_{j=1}^{m}(\ln(P_j)^{-1} \ln(1+y(j)^{-\theta}))}{\sum_{j=1}^{m}(\ln(1+y(j)^{-\theta}))^2} \quad \ldots(11)$$

Substitution (11) in (3), the LS estimator approximately for $R_{(s,k)}$, $\hat{R}_{BLS}$, can be obtained as:

$$\hat{R}_{BLS} = \frac{\hat{\lambda}_{LS}}{\hat{\alpha}_{LS}} \sum_{k=\delta}^{k!} \frac{k!}{(k-\delta)!} \left[ \prod_{j=0}^{k} \left( k + \frac{\hat{\lambda}_{LS}}{\hat{\alpha}_{LS}} - j \right) \right]^{-1} \quad \ldots(12)$$
3-3 **Weighted Least Square Method (WLS):**

The weighted least squares estimators can be obtained by minimizing the following equation. [3]

\[
S_1 = \sum_{i=1}^{n} \omega_i \left[ F(x(i)) - E\left(F(x(i))\right) \right]^2 \quad \text{and} \\
S_2 = \sum_{j=1}^{m} \omega_j \left[ F(y(j)) - E\left(F(y(j))\right) \right]^2 
\]

\[\ldots (13)\]

With respect to the unknown parameters \(\alpha\) and \(\lambda\), Where \(E\left(F(x(i))\right)\) and \(E\left(F(y(j))\right)\) equal to \(P_i, P_j\) the plotting position, where \(P_i, P_j\) as in (9)

And \(\omega_i = \frac{1}{\text{Var}[F(x(i))]} = \frac{(n+1)^2(n+2)}{i(n+i+1)}, i = 1, 2, \ldots, n \)

and \(\omega_j = \frac{1}{\text{Var}[G(y(j))]} = \frac{(m+1)^2(m+2)}{j(m+j+1)}, j = 1, 2, \ldots, m \) \[\ldots (14)\]

By substitution (10) in (13), and taking the partial derivative with respect to the unknown shape parameters \(\alpha\) and \(\lambda\), and simplify the result we obtain

we get:

\[
\hat{\alpha}_{WLS} = \frac{\sum_{i=1}^{n} \omega_i (\ln(P_i)^{-1} \ln(1+x(i)^{-\theta}))}{\sum_{i=1}^{n} \omega_i (\ln(1+x(i)^{-\theta}))^2} \\
\hat{\lambda}_{WLS} = \frac{\sum_{j=1}^{m} \omega_j (\ln(P_j)^{-1} \ln(1+y(j)^{-\theta}))}{\sum_{j=1}^{m} \omega_j (\ln(1+y(j)^{-\theta}))^2} 
\]

\[\ldots (15)\]

Where \(\omega_i, \omega_j\) as in (14).

Substitution (15) in (3), the WLS estimator approximately for \(R_{(s,k)}\), \(\hat{R}_{BWLS}\), can be obtained as:

\[
\hat{R}_{BWLS} = \frac{\lambda_{WLS}}{\hat{\alpha}_{WLS}} \sum_{i=s}^{k} \frac{k!}{(k-i)!} \left[ \prod_{j=0}^{i} \left( k + \frac{\lambda_{WLS}}{\hat{\alpha}_{WLS}} - j \right) \right]^{-1} 
\]

\[\ldots (16)\]

3-4 **Regression Method (Rg):**

Regression is one of the important procedures that use auxiliary information to construct estimators with good efficiency. [7]

The standard regression equation:-

\[z_i = a + bu_i + e_i \]

\[\ldots (17)\]
Where $z_i$ is dependent variable (response variable), $u_i$ is independent variable (Explanatory Variable) and $e_i$ is the error r.v. independent identically Normal distributed with $(0, \sigma^2)$.

Taking natural logarithm to (1), then changing $F(x(i))$ and $G(y(j))$ by plotting position $P_i$ and $P_j$ (9), we obtain:

$$\ln P_i = -\alpha \ln (1 + x(i)^{−θ}) ; \ i = 1, 2, ..., n$$

$$\ln P_j = -\lambda \ln (1 + y(j)^{−θ}) ; \ j = 1, 2, ..., m$$  -----(18)

Comparing the equation (18) with the equation (17), we get:

$$z_i = \ln P_i, \ a = 0, b = \alpha, u_i = -\ln (1 + x(i)^{−θ})$$

$$z_i = \ln P_j, \ a = 0, b = \lambda, u_i = -\ln (1 + y(j)^{−θ})$$  -----(19)

Where $b$ can be estimated by minimizing the summation of squared error with respect to $b$, then we get:

$$\hat{b} = \frac{n \sum_{i=1}^{n} z_i u_i - \sum_{i=1}^{n} z_i \sum_{i=1}^{n} u_i}{n \sum_{i=1}^{n}[u_i]^2 - [\sum_{i=1}^{n} u_i]^2}$$  -----(20)

By substation (19) in (20), the Rg estimator for the unknown strength parameter $\alpha$, ($\hat{\alpha}_{Rg}$) and the unknown stress parameter $\lambda$, ($\hat{\lambda}_{Rg}$) can be formulated as:

$$\hat{\alpha}_{Rg} = \frac{-n \sum_{i=1}^{n} \ln P_i \ln (1+x(i)^{−θ}) + \sum_{i=1}^{n} \ln P_i \sum_{i=1}^{n} \ln (1+x(i)^{−θ})}{n \sum_{i=1}^{n}[\ln(1+x(i)^{−θ})]^2 - [\sum_{i=1}^{n} \ln(1+x(i)^{−θ})]^2}$$

$$\hat{\lambda}_{Rg} = \frac{m \sum_{j=1}^{m} \ln P_j \ln (1+y(j)^{−θ}) - \sum_{j=1}^{m} \ln P_j \sum_{j=1}^{m} \ln (1+y(j)^{−θ})}{m \sum_{j=1}^{m}[\ln(1+y(j)^{−θ})]^2 - [\sum_{j=1}^{m} \ln(1+y(j)^{−θ})]^2}$$  -----(21)

Where $P_i$ and $P_j$ as in (9).

Substitution the equations (21) in the equation (3), the RM estimator approximately for $R_{(s,k)}$, $\hat{R}_{BRG}$, can be obtained as:

$$\hat{R}_{BRG} = \frac{\hat{\lambda}_{Rg}}{\hat{\alpha}_{Rg}} \sum_{s=k}^{k} \frac{k!}{(k-i)!} \left[\prod_{j=0}^{i} \left(k + \frac{\hat{\lambda}_{Rg}}{\hat{\alpha}_{Rg}} - j\right)\right]^{-1}$$  -----(22)
3-5 **Moment method (MOM):**

The MOM, first introduced by Pearson (1894), was one of the first methods used to estimate the society parameter $\theta$. [1]

To derive the method of moment estimators of the parameters of $Br3D$, let $X_i$ strength random variable have $Br3(\alpha, \theta)$ distribution with sample size $n$, and let $Y$ stress random sample have $Br3(\lambda, \theta)$ distribution with sample size $m$, first, we need the population mean, then since:

$$E(x) = \alpha B\left(1 - \frac{1}{\theta}, \alpha + \frac{1}{\theta}\right), E(y) = \lambda B\left(1 - \frac{1}{\theta}, \lambda + \frac{1}{\theta}\right);\text{where } \theta > 1$$

For $\theta$ is known, equating the sample mean with corresponding populations mean, we get the shape parameters moment estimators.

$$\frac{\sum_{i=1}^{n} x_i}{n} = \alpha B\left(1 - \frac{1}{\theta}, \alpha + \frac{1}{\theta}\right), \quad \frac{\sum_{j=1}^{m} y_j}{m} = \lambda B\left(1 - \frac{1}{\theta}, \lambda + \frac{1}{\theta}\right)$$

Then the moment estimator of $\alpha$ and $\lambda$ say $\hat{\alpha}_{MOM}$ and $\hat{\lambda}_{MOM}$ are:

$$\hat{\alpha}_{MOM} = B\left(1 - \frac{1}{\theta}, \alpha_0 + \frac{1}{\theta}\right), \quad \hat{\lambda}_{MOM} = B\left(1 - \frac{1}{\theta}, \lambda_0 + \frac{1}{\theta}\right) \quad \text{where } \theta > 1 \quad \text{...(23)}$$

Substitution the equations (23) in the equation (3), the MOM estimator approximately for $R(s,k)$, $\hat{R}_{BMOM}$ we will obtain:

$$\hat{R}_{BMOM} = \frac{\hat{\lambda}_{MOM}}{\hat{\alpha}_{MOM}} \sum_{i=s}^{k} \frac{k!}{(k-i)!} \left[\prod_{j=0}^{i} \left(k + \frac{\hat{\lambda}_{MOM}}{\hat{\alpha}_{MOM}} - j\right)\right]^{-1} \quad \text{...(24)}$$

4- **Simulation study:**

Results based on Monte Carlo simulations to compare the performance of the $R(s,k)$ using different sample sizes are presented. 1500 random sample of size 10,15,20,25,35,50,75 and 100 each from stress population, strength population were generated $(\alpha, \lambda, \theta) = (1.5, 0.8, 1.2), (\alpha, \lambda, \theta) = (1.5, 2, 1.2)$ for $(s, k) = (2, 3)$ and $(s, k) = (3, 4)$ for $R(s,k)$. The Mean square error (MSE) and Mean Absolute Percentage Error (MAPE) of the reliability estimates over the 1500 replications are given in Tables 2 and 3.

The true value of reliability in multicomponent stress-strength with the given combinations of $(\alpha, \lambda, \theta) = (1.5, 0.8, 1.2), (\alpha, \lambda, \theta) = (1.5, 2, 1.2)$ for $(s, k) = (2, 3)$ are $R(s,k) =0.6703$ and $R(s,k) =0.4154$, and for $(s, k) = (3, 4)$ are $R(s,k) =0.5914$ and $R(s,k) =0.3115$. 
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From the tables (2) and (3) below, we have observed that:

1- When \((s, k) = (2, 3)\):

* The MSE value decreasing by increasing sample size for all estimator methods. The best MSE value is for MLE estimator, followed by the other methods.

* The MAPE value decreasing by increasing sample size for all estimator methods. The best MAPE value is for MLE, followed by the other methods.

2- When \((s, k) = (3, 4)\):

* The MSE value decreasing by increasing sample size for all estimator methods. The best MSE value is for MLE estimator, followed by the other methods.

* The MAPE value decreasing by increasing sample size for all estimator methods. The best MAPE value is for MLE, followed by the other methods.

5- **Conclusion:**

- The MSE and MAPE value decreases by increasing sample size.
- The performance MLE was the best, as in the table below.

**Table (1):** The best estimation method of MSE and MAPE of Br3 for \(R_{(s,k)}\).

<table>
<thead>
<tr>
<th>Sample size</th>
<th>MLE</th>
<th>LS</th>
<th>WLS</th>
<th>Rg</th>
<th>MOM</th>
<th>Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>From (10,10) to (35,35)</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>MLE</td>
</tr>
<tr>
<td>From (50,50) to (100,100)</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>MLE</td>
</tr>
</tbody>
</table>
Table (2): Results of Mean, MSE and MAPE values for Br3D ($R_{(s,k)} = 0.6703$ when $(s,k) = (2, 3)$) and ($R_{(s,k)} = 0.5914$ when $(s,k) = (3, 4)$) for ($\alpha, \lambda, \theta$) = (1.5, 0.8, 1.2).

<table>
<thead>
<tr>
<th>Methods (n,m)</th>
<th>$S,k$</th>
<th>MLE</th>
<th>LS</th>
<th>WLS</th>
<th>Rg</th>
<th>MOM</th>
<th>Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10,10)</td>
<td>(100,100)</td>
<td>0.6584</td>
<td>0.6572</td>
<td>0.6559</td>
<td>0.6528</td>
<td>0.6408</td>
<td>- MLE MLE</td>
</tr>
<tr>
<td></td>
<td>(25,25)</td>
<td>0.6633</td>
<td>0.6604</td>
<td>0.6584</td>
<td>0.6551</td>
<td>0.6456</td>
<td>- MLE MLE</td>
</tr>
<tr>
<td></td>
<td>(35,35)</td>
<td>0.6659</td>
<td>0.6650</td>
<td>0.6633</td>
<td>0.6621</td>
<td>0.6477</td>
<td>- MLE MLE</td>
</tr>
<tr>
<td></td>
<td>(50,50)</td>
<td>0.6658</td>
<td>0.6641</td>
<td>0.6624</td>
<td>0.6609</td>
<td>0.6512</td>
<td>- MLE MLE</td>
</tr>
<tr>
<td></td>
<td>(75,75)</td>
<td>0.6660</td>
<td>0.6659</td>
<td>0.6638</td>
<td>0.6643</td>
<td>0.6493</td>
<td>- MLE MLE</td>
</tr>
<tr>
<td></td>
<td>(100,100)</td>
<td>0.6682</td>
<td>0.6680</td>
<td>0.6672</td>
<td>0.6669</td>
<td>0.6485</td>
<td>- MLE MLE</td>
</tr>
<tr>
<td></td>
<td>(2,3)</td>
<td>0.6659</td>
<td>0.6649</td>
<td>0.6626</td>
<td>0.6632</td>
<td>0.6504</td>
<td>- MLE MLE</td>
</tr>
<tr>
<td></td>
<td>(3,4)</td>
<td>0.6684</td>
<td>0.6684</td>
<td>0.6669</td>
<td>0.6679</td>
<td>0.6477</td>
<td>- MLE, RSS MLE</td>
</tr>
<tr>
<td></td>
<td>(10,10)</td>
<td>0.5873</td>
<td>0.5867</td>
<td>0.5855</td>
<td>0.5829</td>
<td>0.5710</td>
<td>- MLE MLE</td>
</tr>
<tr>
<td></td>
<td>(15,15)</td>
<td>0.5882</td>
<td>0.5879</td>
<td>0.5871</td>
<td>0.5859</td>
<td>0.5718</td>
<td>- MLE MLE</td>
</tr>
<tr>
<td></td>
<td>(20,20)</td>
<td>0.5850</td>
<td>0.5825</td>
<td>0.5802</td>
<td>0.5782</td>
<td>0.5796</td>
<td>- MLE MLE</td>
</tr>
<tr>
<td></td>
<td>(25,25)</td>
<td>0.5868</td>
<td>0.5854</td>
<td>0.5838</td>
<td>0.5825</td>
<td>0.5785</td>
<td>- MLE MLE</td>
</tr>
<tr>
<td></td>
<td>(35,35)</td>
<td>0.5864</td>
<td>0.5865</td>
<td>0.5846</td>
<td>0.5856</td>
<td>0.5782</td>
<td>- MLE MLE</td>
</tr>
<tr>
<td></td>
<td>(50,50)</td>
<td>0.5937</td>
<td>0.5924</td>
<td>0.5899</td>
<td>0.5906</td>
<td>0.5913</td>
<td>- MLE MLE</td>
</tr>
<tr>
<td></td>
<td>(75,75)</td>
<td>0.5909</td>
<td>0.5911</td>
<td>0.5901</td>
<td>0.5905</td>
<td>0.5784</td>
<td>- MLE MLE</td>
</tr>
<tr>
<td></td>
<td>(100,100)</td>
<td>0.5898</td>
<td>0.5897</td>
<td>0.5894</td>
<td>0.5891</td>
<td>0.5845</td>
<td>- MLE MLE</td>
</tr>
</tbody>
</table>
**Table (3): Results of Mean, MSE and MAPE values for Br3D ($R_{(s,k)} = 0.4154$ when $(s, k) = (2, 3)$) and ($R_{(s,k)} = 0.3115$ when $(s, k) = (3, 4)$) for ($\alpha, \lambda, \theta$) = (1.5, 2, 1.2).**

<table>
<thead>
<tr>
<th>Methods</th>
<th>$S,k$</th>
<th>( \text{MLE} )</th>
<th>( \text{LS} )</th>
<th>( \text{WLS} )</th>
<th>( \text{Rg} )</th>
<th>( \text{MOM} )</th>
<th>( \text{Best} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (n,m) )</td>
<td>Mean</td>
<td>MSE</td>
<td>MAPE</td>
<td>Mean</td>
<td>MSE</td>
<td>MAPE</td>
<td>Mean</td>
</tr>
<tr>
<td>( (10,10) )</td>
<td>0.4159</td>
<td>0.0161</td>
<td>0.181</td>
<td>0.2631</td>
<td>0.4173</td>
<td>0.0199</td>
<td>0.3308</td>
</tr>
<tr>
<td>( (15,15) )</td>
<td>0.4188</td>
<td>0.0116</td>
<td>0.138</td>
<td>0.2271</td>
<td>0.4200</td>
<td>0.0163</td>
<td>0.2763</td>
</tr>
<tr>
<td>( (20,20) )</td>
<td>0.4169</td>
<td>0.0079</td>
<td>0.094</td>
<td>0.1891</td>
<td>0.4172</td>
<td>0.0120</td>
<td>0.2272</td>
</tr>
<tr>
<td>( (25,25) )</td>
<td>0.4175</td>
<td>0.0063</td>
<td>0.079</td>
<td>0.1708</td>
<td>0.4168</td>
<td>0.0107</td>
<td>0.2091</td>
</tr>
<tr>
<td>( (35,35) )</td>
<td>0.4153</td>
<td>0.0049</td>
<td>0.059</td>
<td>0.1498</td>
<td>0.4171</td>
<td>0.0084</td>
<td>0.1803</td>
</tr>
<tr>
<td>( (50,50) )</td>
<td>0.4178</td>
<td>0.0034</td>
<td>0.041</td>
<td>0.1242</td>
<td>0.4208</td>
<td>0.0068</td>
<td>0.1530</td>
</tr>
<tr>
<td>( (75,75) )</td>
<td>0.4172</td>
<td>0.0024</td>
<td>0.029</td>
<td>0.1035</td>
<td>0.4165</td>
<td>0.0055</td>
<td>0.1289</td>
</tr>
<tr>
<td>( (100,100) )</td>
<td>0.4169</td>
<td>0.0018</td>
<td>0.023</td>
<td>0.0911</td>
<td>0.4161</td>
<td>0.0049</td>
<td>0.1153</td>
</tr>
<tr>
<td>( (10,10) )</td>
<td>0.3245</td>
<td>0.0161</td>
<td>0.184</td>
<td>0.3493</td>
<td>0.3272</td>
<td>0.0203</td>
<td>0.0554</td>
</tr>
<tr>
<td>( (15,15) )</td>
<td>0.3134</td>
<td>0.0115</td>
<td>0.135</td>
<td>0.3011</td>
<td>0.3150</td>
<td>0.0162</td>
<td>0.0521</td>
</tr>
<tr>
<td>( (20,20) )</td>
<td>0.3172</td>
<td>0.0088</td>
<td>0.030</td>
<td>0.2662</td>
<td>0.3176</td>
<td>0.0134</td>
<td>0.0491</td>
</tr>
<tr>
<td>( (25,25) )</td>
<td>0.3155</td>
<td>0.0066</td>
<td>0.008</td>
<td>0.2305</td>
<td>0.3151</td>
<td>0.0107</td>
<td>0.0432</td>
</tr>
<tr>
<td>( (35,35) )</td>
<td>0.3154</td>
<td>0.0047</td>
<td>0.005</td>
<td>0.1961</td>
<td>0.3173</td>
<td>0.0085</td>
<td>0.0374</td>
</tr>
<tr>
<td>( (50,50) )</td>
<td>0.3131</td>
<td>0.0038</td>
<td>0.004</td>
<td>0.1711</td>
<td>0.3122</td>
<td>0.0076</td>
<td>0.0357</td>
</tr>
<tr>
<td>( (75,75) )</td>
<td>0.3131</td>
<td>0.0023</td>
<td>0.002</td>
<td>0.1384</td>
<td>0.3143</td>
<td>0.0056</td>
<td>0.0325</td>
</tr>
<tr>
<td>( (100,100) )</td>
<td>0.3128</td>
<td>0.0017</td>
<td>0.002</td>
<td>0.1219</td>
<td>0.3136</td>
<td>0.0048</td>
<td>0.0282</td>
</tr>
</tbody>
</table>
Reference:


