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Abstract

Data collection is presently managed by using classic relational database systems like SQL, MySQL and Oracle. In recent years, data collection has grown up, and it has become more complex than conventional Relational Database Management System (RDBMS); which are incompetent to deal with it. To handle this problem, organizations and large companies like Google, Facebook, Yahoo and others bring up with new data management technique called NoSQL database; which is designed for a large-scale data storage and analysis. In this paper, a new technique is presented and used to convert SQL to NoSQL database, and also it can migrate, process and retrieve data between them. Because of the NoSQL database (Big Data), it sometimes needs to store in an untrusted or semi-trusted third party, the proposed system allows users to protect their database by encrypting database sensitive attributes before performing conversion and migration processes. Furthermore, the proposed system gives users the ability for retrieving NoSQL data from Big Data storage just like retrieve SQL data; that means users can write a SQL query to retrieve NoSQL data. The proposed system used Apache HBase for NoSQL BigData storage and Apache Sqoop and Hive for data conversion, migration, processing and retrieving processes. The implementation and results of the proposed system are showed the ability of converting, migrating, processing and retrieving data with high efficiency and good performance.
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Introduction

Data collections are growing rapidly and become more complex in volumes and variety. For this huge increase in the data size, the term of BigData is used to describe these type datasets. Big data refers to the large amounts of structured, unstructured, or hybrid data that flows continuously through and around organizations, including video, audios, texts and transactional records [1]. Big data management has become more difficult and represents a
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global challenge. The database is currently managed by using classic relational database systems like SQL and ORACLE which are typically used for data storage, retrieval and management. Its offer a simplicity to users and developers as well as flexibility and high efficiency. However, lately, the traditional database management systems show the incompetence to handle effectively the requirements of new database applications which are essentially concentrated on unstructured data and data storage [2]. Google, Amazon, Facebook, and LinkedIn are among the first companies that discover the serious limitations of relational database technology for supporting big data and big user’s requirements. To overcome these limitations, these companies brought up with new data management techniques, their initiatives results in producing a large interest among several developing companies that were facing the related problems. As a result, a new database is designed with novel data management model called as NoSQL. Today, the NoSQL databases are rapidly growing and deployed in many internet companies and other enterprises. It’s considered as a viable choice when compared to relational databases, especially the performance and scalability requirements of big users and big data on a cloud environment can be successfully achieved by using NoSQL databases [1]. NoSQL refers to a selective and increasingly familiar data of Non-Relational database systems. Non-Relational database systems mean databases do not need to store on relational tables and not need to use SQL queries for data management and retrieval. This type of database is useful when dealing with a massive quantity of structured and unstructured data [3].

The other sections of this paper are structured as follows: the next section presents the related works. In section 3 the NoSQL database with its advantages and drawback are described. Sections 4 and 5 give a brief explanation for the Hadoop distributed file system and Apache HBase framework. In sections 6 and 7, the proposed system design, implementation, and results are described and discussed. Finally, the paper is concluded in section 8.

Related Works

F. Zhu et al. (2012) present scalable, fast, and high-performance system to implement read SQL query (no insert or update) by exploiting a number of NoSQL database features. HBase package was used as a data storage and design a partition joined table to perform join
operations that are not supported by the NoSQL. The evaluation of the system performance shows that their system obtains good results with the nineteen SQL queries. The defect for this approach that it has time cost that can be reduced using several approaches like pre-joining tables [4]. S. Khan et al. (2013) proposed a method which provides SQL Query language support to the NoSQL database MongoDB by adding an interface between the application layer and database layer. This interface contains all the routing information as the conversion rules, this will help to communicate with the database layer and to convert from one format to another. This model will achieve the scalability of the big data without affecting the logical implementation [5].

R. Lawrence (2014) proposed a new system that allows NoSQL data to be accessed using SQL queries and simply deals with any software packages supporting Java Database Connectivity package. The proposed system uses MongoDB package as a NoSQL data storage. The results show that the joins operations can be implemented efficiently but it adds a minimal overhead in translating process [6].

M. Hanine et al. (2014) introduce the new processes for migration data from SQL database to NoSQL database. This process consists of two steps: Loading the logical structure of the source database and then mapping between the RDBMS and MongoDB model. This process tries to solve the joins between tables in RDBMS. If the table to be migrated is join to another table, it has to migrate both tables to a single table in NoSQL [7].

M. Potey et al. (2015) developed a system for converting structured database, SQL to the unstructured database, NoSQL BigData. The results of this study show that the database system becomes more reliable and efficient when classical database systems are developed and complemented by using specific features and proprieties for the NoSQL database [8].

Y. Zheng et al. (2015) proposed a method that follows NoSQLs De-normalization, Duplication and Intelligent (DDI) principles keys. In this method, by using the primary and foreign key for the relational database (SQL database) the related tables are aggregated into a big table and then the most suitable key is selected, which is called row key, to identify each row in NoSQL database. The final results show that the suggested method improve access performance about forty-seven percentage [9].
A. Abdullah et al. (2015) implement a prototype system to compare the performance evaluation for data insertion and retrieval speeds between NoSQL databases (MongoDB) and SQL relational database (MySQL). The results (for one server) shows that MongoDB is faster than MySQL in the most of used scenarios, especially when the massive data are used, but this result may be changes for the data sharing across clusters [10].

M. Claudino et al. (2016) proposed a new technique which is used to improve the data conversion process between SQL and NoSQL databases. In this work, the authors present the conceptual model in the relational database system and implemented it in NoSQL database systems. The results show that, by using this model, the obtained NoSQL database is completely related to the source relational one [11].

G. Akansha et al. (2016) proposed a fast and space efficient algorithm to validate data between cross platform databases (RDBMS) and bloom filters (NoSQL) using de-normalized schema structures. The experimental results show that the proposed algorithm has the ability to validate huge datasets and pinpoint the exact corrupted records in constant space and linear time complexity up to the desired error probability. The main limitation of this method is the small probability of false positives which can be eliminated by various optimizations made to the bloom filter. [12].

K. Jeremy et al. (2016) presents the SQL relational model in terms of associative arrays and identifies the key mathematical properties that are preserved within SQL. The experimental results show that the associative arrays can provide a model for polystores to enhance the exchange of data and execution queries. [13]

L. Changqing et al. (2017) proposed efficient techniques for on SQL and NoSQL data transformation based on Espresso heuristic algorithm and depends on four related transformation steps. The final results show that this technique can be reduced the amount of memory usage and transformation execution time [14].

A. Babu et al. (2017) present a comparison of different NoSQL databases like HBase, Casandra, and MongoDB based on their structure, performance, consistency, scalability, and transactional features. Also, discuss various methodologies for migrating the data from SQL relational database to NoSQL database [2].
NoSQL Database

In 1998, the term “NoSQL” is appeared and used to refer to the relational databases that is not use SQL queries. In 2009, the term “NoSQL” is used for conferences which is held by a number of non-relational databases developer, whom organized the NoSQL meetup in San Francisco [15]. NoSQL databases are non-relational databases designed for storing and processing unstructured big data which is distributed over a large number of servers. It grows along with major Internet companies, like Yahoo, Twitter, and Google; which had problems in dealing with huge amounts of data that traditional relational database models could not support the best solution for them [3].

There is a number of challenges associated with the migration data from SQL to NoSQL databases. The first one is the quantity of data needs to be migrated and other challenges is related to database models which are used to avoid data redundancy. Major Internet companies migrate their database from SQL to NoSQL databases because the volume of stored data is massive and the relational database models are increasingly failed to satisfy the scalability, flexibility and high-performance expectations. So, the main advantages that the NoSQL databases can be offered over SQL databases are scalability, high performance, high availability and flexible data models [2].

There are four types of NoSQL databases which are created to support specific requirements, these types are categorized into four groups [1] [16]:

A. Key-Values Databases: It is a simple and useful way for NoSQL data storage and retrieval. Every object in the database is stored as a field name along with its value. The object’s value can be any types (text, image, audio … etc.) and it can be accessed via a key.

B. Document databases: It is similar to the Key-Values databases, but the object value here represents a single document that consists of one or more named fields (Like XML or JSON) that are related to a specific key. This type is a flexible and it allows a dynamic data modification for add or removes fields to/from the documents.

C. Graph databases: It uses a flexible graph model to store the data. It stores data as nodes and relationships. These nodes are organized according to the relationship between them.
This type of storage is a good choice for working with connected data, like social networks and public transport links.

D. **Column Databases:** It stores data using column-oriented model. Data is grouped and stored in columns rather than rows, these columns consist of three elements: name, value and timestamp. This type of storage supports fast data access and aggregation for distributed data storage.

In this paper, the last type (column database) is used to store NoSQL data in the Apache HBase data storage during the migration process.

**Apache Hadoop Distributed File System (HDFS)**

Apache Hadoop is an open source package that is used to store and process a huge data sets across a different number of cluster machines. It can store a massive of structured and unstructured data on a large number of servers while scaling performance by simply expand the system by adding another server. Furthermore, Hadoop system can combines data from multiple sources and run queries against all of the data. Hadoop uses Hadoop File Distributed System (HDFS) to store data across clusters. Central to the scalability of Hadoop is the programming model known as MapReduce. MapReduce helps users to solve problems for data parallel by a sub-divided set of data into small parts called clusters and processed it independently. MapReduce is an important advance because it allows normal developers, not just those have high experience in computing, to use parallel programming structure without worrying about the complex details of clusters communication, job monitoring, and failure treating [17].

Hadoop improves file redundancy by dividing data file into a number of blocks and replicated it across multiple servers, this will prevent the loss of information during future node failures. Hadoop clusters consist of two nodes: master (NameNode) and salves (DataNode). In HDFS cluster there are only single NameNode and different number of DataNodes. The NameNode is responsible for storing meta-data (block location and number of blocks … etc.) and manage file system namespace in memory. However, DataNodes is used to store the actual data in HDFS and to perform read and write requests from the clients [18].
There is a number of big data Applications such as MongoDB, HBase and Casandra are used to store massive amounts of data in HDFS and they support flexible ways for data processing and retrieval. Figure (1) shows the architecture for the HDFS.

![HDFS Architecture](image)

**Figure 1: HDFS Architecture [18]**

**Apache HBase (NoSQL BigData)**

HBase is a distributed column-oriented database built on top of the Hadoop file system. It is an open-source project and is horizontally scalable. HBase is a data model that is similar to Google’s big table designed to provide quick random access to huge amounts of structured data. It leverages the fault tolerance provided by the Hadoop File System and it is useful when the user wants to store large volumes of flexible data and query that information [19]. HBase has mainly two types of run modes: Standalone mode and Distributed mode. In standalone mode, the HBase does not use Hadoop distributed file system that means this mode not need to HDFS, but In Distributed mode, the HBase need to be installed and configured across all nodes in the HDFS cluster [9].

The HBase data model can be defined by the following concepts [20]:

- **Table**: HBase store and present data into tables. Table consists of a number of rows.

- **Row**: Data is stored in tables within its rows. Row represents a collection of column families and it can be uniquely specified by its row key.

- **Column Family**: Column family is a collection of columns qualifiers, which is represent a real arrangement of data stored in HBase. All columns families must be created up-front and are not easily modified.
Secured Data Conversion, Migration, Processing and Retrieval between SQL Database and NoSQL Big Data

Alaa Khalil Jumaa

- **Column Qualifier**: they are specific names assigned to data values and it represents the index for a data. Column qualifier is added to a column family and they are treated as arrays of bytes.

- **Timestamp**: It represents the version number for each value within the cell. The timestamp can be generated automatically and it must be unique.

Table 1, shows the HBase structure table for employees which is consist of two column families, Personal and Contacts. The first one has three columns qualifiers (FName, LName, and Gender) and the second has two columns qualifiers (Phone and Address). In this Table, the row key represents the ID for each employee.

<table>
<thead>
<tr>
<th>Row Key</th>
<th>Column Family: Personal</th>
<th>Column Family: Contacts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ID</td>
<td>FName</td>
</tr>
<tr>
<td>00001</td>
<td></td>
<td>Mustafa</td>
</tr>
<tr>
<td>00002</td>
<td></td>
<td>Saman</td>
</tr>
<tr>
<td>00003</td>
<td></td>
<td>Maryam</td>
</tr>
<tr>
<td>00005</td>
<td></td>
<td>Aram</td>
</tr>
<tr>
<td>00006</td>
<td></td>
<td>Julian</td>
</tr>
<tr>
<td>00007</td>
<td></td>
<td>John</td>
</tr>
</tbody>
</table>

When HBase BigData storage used in Hadoop, it needs tools, such as Apache Sqoop and Hive, to connect to the relational database server for migrating and retrieving data. Apache Sqoop is used in HDFS to provide interaction with the RDBMS servers. It connects to RDBMS such as MySQL or Oracle database through Java Database Connector (JDBC) and it can import and export data between RDBMSs and HDFS. Sqoop uses MapReduce framework for data transformation. The MapReduce job creates few sessions (mappers) in DB, and each session generates SQL that query its part of the table. If the job or process needs to be quickened, the multiple mappers can be used in this case (by default Sqoop use 4 mappers) [21]. Apache Hive is a Data Warehouse framework that uses a MapReduce to provide facilitates querying and managing massive data storing in HDFS. Instead of writing huge raw map reduce programs in some programming language, Hive provides a SQL-like interface to data stored in HDFS. It has a simple structures database like a relational database, and it provides Hive Query Language (HQL) which is much like SQL [22] [23].
In this paper, the proposed system using Apache Sqoop to import or migrate data from RDBMS (MySQL, Oracle) to the NoSQL BigData (HBase) and Apache Hive for data processing and retrieving from NoSQL BigData (HBase) to user local home directory or to RDBMS. Hive used in the proposed system because it supports users’ simple, reliable and dynamic NoSQL data processing and retrieval.

**Proposed System**

In this paper, a system for data conversion, migration, processing and retrieving between RDBMS (Oracle, MySQL) and NoSQL BigData (HBase) is designed and implemented. The proposed system uses Apache Sqoop to migrate data (tables) from RDBMS to HBase (NoSQL BigData), and Apache Hive to retrieve data from HBase to RDBMS or user local home directory. Figure (3) shows the proposed system architecture.

![Proposed System Architecture](image)

**Figure 3:** Proposed system architecture

In general, proposed system consists of three processes:

- **Data Encryption and Decryption Process:** In this phase, users can encrypt the sensitive attributes (Columns) for database’s table. The users need to this phase before uploading or migrating databases from RDBMS to HBase BigData. This process will protect sensitive attribute from the other system users and HDFS system administrator. The proposed system supports two cryptographic algorithms (DES and AES). Users can select one of those algorithms according to their requirements. Also, after retrieving a data from
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(HBase); which is big data storage; users need for decrypting those data using the same cryptographic algorithms and keys.

- **Data Conversion and Migration Process:** To perform data conversion and migration from RDBMS (SQL) to HBase big data (NoSQL), Apache Sqoop is used. Apache Sqoop imports SQL tables from RDBMS to HBase and saved in NoSQL table in the Hadoop’s HDFS. Because the proposed system uses HBase with HDFS fully distributed system, the migrated database will be distributed and saved across all nodes in the cluster.

**The algorithms in below shows the main steps for this process**

1. Connect to HBase (NoSQL) server.
2. Create HBase tables ($NST_i$) and specify the row key and columns families for each table, where $NST_i \in NST_1, NST_2 \ldots NST_n$, $i = 1$ to $n$, and $n =$ number of tables within NoSQL database.
3. Identify each SQL table’s columns to the related NoSQL table’s columns families.
4. Specify the number of mappers (sessions) on HDFS.
5. Connect to RDBMS server.
6. For each table ($ST_i$) in SQL database, where $ST_i \in ST_1, ST_2 \ldots ST_n$, $i = 1$ to $n$, and $n =$ number of tables within SQL database.
   - Enter SQL table information ($SN_i, Col_{i,j}$), where $SN_i =$ SQL table name, $i = 1$ to $n$, and $n =$ number of tables within SQL database. $Col_{i,j} =$ columns’ names in table $T_i$, $j = 1$ to $m$, and $m =$ number of columns for each table.
   - Enter NoSQL table information ($NN_i, K_i, ColF_{i,j}$), where $NN_i =$ NoSQL table’s name, $i = 1$ to $n$, and $n =$ number of tables within NoSQL database. $K_i =$ Row key for each NoSQL table. $ColF_{i,j} =$ Columns families’ names for NoSQL table, $j = 1$ to $m$, and $m =$ number of columns families for each NoSQL table.
   - Import and transform SQL table from RDBMS to NoSQL data and save it in HBase table.
7. Close all connections.

Figure (4) shows the flowchart of conversion and migration processes.
Data Processing and Retrieval Process: Because of the complexity of processing and querying data with HBase, the proposed system has used the Apache Hive for processing and retrieving data from HBase big data to user’s local home directory or to SQL RDBMS. Apache Hive gives users a reliable and flexible NoSQL data processing and retrieving. It allows the user to access NoSQL database just like SQL database, it means the user can write any SQL query to process and retrieve data from NoSQL database. So the proposed
system combines HBase structure with Hive for allowing users to access big data in a simple and a dynamic way. This process can be explained by the following:

1. Connect to HBase (NoSQL) server.
2. Create external HBase tables \((EST_i)\) according to the related existing HBase table \((NST_i)\) and specify the row key and columns families using Apache Hive.
3. Create CSV file as a destination file.
4. Retrieve all data from \((EST_i)\) table (or specific data columns from \((EST_i)\) table) using SQL queries and saved the result in the CSV file.
5. Import data from CSV file to any RDBMS using “import” command which already exists RDBMSs.
6. Close all connections.

Figure (5) shows the flowchart for data processing and migration process.

![Flowchart for Data processing and retrieval process.](image)
Proposed System Implementation and Results

Implementation of the proposed system needs to download, install and configure Hadoop, HBase, Hive, and Sqoop packages. Three Linux (Debian ver-8.3) servers are used. The first one (Core i7, RAM 4-GB) is used as a Master (Name Node), and the other two servers (Core i7, RAM 4-GB) are used as Slaves (Data Node).

Apache Hadoop (Ver-2.7) was downloaded, installed and configured on these servers. Also, Apache HBase (Ver-1.2.6), Hive (Ver-1.2.2), and Sqoop (Ver-1.4.6) are downloaded, installed, and configured on the same servers. Those packages are respectively downloaded from the following sites [24] [25] [26] [27]. The RDBMS part for the proposed system is Oracle 10g Express edition at the client side.

The application programs that are used to convert, migrate and retrieve data between RDBMS (SQL) and HBase BigData (NoSQL) are written in Java Programming Language.

The application programs need to download the Java Database Connectivity driver (JDBC) in order to perform the connection between java application and Apache HBase, Sqoop, and Hive.

Encryption, Migration and Retrieving processes can be implemented by following steps:

1. A user at the client side needs to connect to the Oracle database system and encrypt the sensitive attributes in the database table. Then, save it to a new secure table.
2. For the conversion and migration process, the users need to connect to the Hadoop server with their name and password. Java application program with Putty application program allows users to perform a Secure Shell (SSH) connection to the Hadoop server.

Figure (6) shows the application program interface which is used to perform these two steps.
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Figure 6: User Encrypt Sensitive attribute and connect to Hadoop (BigData) Server

3. After successfully connection, users can use another Java Application program that is already saved at the user local home directory for data conversion, migration, processing and retrieval between RDBMS and HBase BigData. This application program includes three options

- Migrate Data to new HBase NoSQL Table.
- Migrate Data to Existing HBase NoSQL Table
- Process and Retrieve data from HBase NoSQL Table

4. For Conversion and migration process, users need to select one of the two migration options (that are mentioned in above) and they need to input required information for Oracle server (Server Name or IP, User Name, and User Password) and for HBase NoSQL database (Table Name, Columns Families, Row key, and Number of Mappers). After that, the system directly creates an External Hive table with the same name of HBase NoSQL table and with the same structure for the SQL table, this table will be used in the data processing and retrieval. Then, the user needs to click “Upload Data” command in the application program interface.
During this process, the SQL table structure will be automatically converted to the HBase NoSQL table structure. In the application program interface, the user just needs to specify columns for the SQL table and the related NoSQL column Family. For example, in tables (2) and (3), columns F-name, L-name, and Age will be specified to “Personal” Family and the Address and Phone-Number columns will be specified to the “Contact” Family.

**Table 2:** Columns in the SQL table

<table>
<thead>
<tr>
<th>ID</th>
<th>F-Name</th>
<th>L-Name</th>
<th>Age</th>
<th>Address</th>
<th>Phone-Number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 3:** Equivalent NoSQL HBase Table

<table>
<thead>
<tr>
<th>Row Key: ID</th>
<th>Personal: F-Name</th>
<th>Personal: L-Name</th>
<th>Personal: Age</th>
<th>Contact: Address</th>
<th>Contact: Phone-Number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

After conversion operation, the Oracle table is converted, migrated and saved in HDFS. Figure (7) shows the application program interface for the conversion and migration processes.

**Figure 7:** Convert and Migrate data from Oracle SQL to HBase NoSQL
5. There are three ways for data processing and retrieval processes. The systems’ users can select one of them from the application program interface and give the required information (HBase or Hive table Name, text or CSV file name and location). Three facilities are available to the users when they want to process or retrieve data from HBase table, these are:

- Downloading all data table.
- Retrieving data table for the specific columns.
- Writing a SQL query for database processing (insert, update, delete …) and optionally retrieving data with the specific condition.

When a system’s user clicks on “Download Data” command in the application program interface, the data will be retrieved and saved in the specified location. Figure (8) shows the data processing and retrieval process.

![Figure 8: Data processing and retrieved from HBase NoSQL](image)

The proposed system is used to convert and to migrate different databases (SQL Tables) with different size [28]. These database tables are converted and migrated from Oracle 10g that is installed in Windows-10 to HBase BigData (NoSQL Table) that is installed in Linux. Table
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(4) shows these three different databases with their size, mappers and needed conversion and migration time.

Table 4: Tables proprieties with the conversion-migration time

<table>
<thead>
<tr>
<th>Table Name</th>
<th>No. of Columns</th>
<th>No of Rows</th>
<th>DB Size (MB)</th>
<th>No. of Maps</th>
<th>Migration Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCD_HPSA_FCT_DET_DH</td>
<td>10</td>
<td>59609</td>
<td>6.2</td>
<td>1</td>
<td>24.32</td>
</tr>
<tr>
<td>BCD_HPSA_FCT_DET_DH</td>
<td>10</td>
<td>59609</td>
<td>6.2</td>
<td>4</td>
<td>25.5</td>
</tr>
<tr>
<td>EHB_AWARD_GRANT_FA_AGR1</td>
<td>80</td>
<td>24710</td>
<td>17</td>
<td>1</td>
<td>39.5</td>
</tr>
<tr>
<td>EHB_AWARD_GRANT_FA_AGR1</td>
<td>80</td>
<td>24710</td>
<td>17</td>
<td>4</td>
<td>43.7</td>
</tr>
<tr>
<td>EHB_AWARD_GRANT_FA_AGR2</td>
<td>27</td>
<td>37032</td>
<td>23</td>
<td>1</td>
<td>45.3</td>
</tr>
<tr>
<td>EHB_AWARD_GRANT_FA_AGR2</td>
<td>27</td>
<td>37032</td>
<td>23</td>
<td>4</td>
<td>60.3</td>
</tr>
</tbody>
</table>

Figures (9) and (10) show the relations between database size (Table Size) and data conversion and migration time for 4 and 1 mapper respectively. Based on the two figures, it can be observed that the conversion and migration time depends on the Table size and number of mappers. It can be seen that data conversion and migration needed time with 4 mappers is less than needed time for 1 mapper because of increasing the number of mappers (run with more than one sessions) lead to faster job completion. The difference in time will be increased and become very clear when the size of migrated data is increased. The proposed system in this paper differs from the other related work systems because it uses Apache HBase as a big data storage, and it exploits the facilities that are supported by the Apache Hive (HQL) to make the system more flexible and reliable when the NoSQL big data are processed and retrieved.

Figure 9: Relationship between Table size and Conversion-Migration needed Time for 4 Mappers
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![Figure 10: Relationship between Table size and Conversion-Migration needed Time for 1 Mapper](image)

Conclusion

Recently, a NoSQL database has become a major part of the database systems because of its handful advantages. Many organization and large internet companies have been joined to use these types of the database as a new way of massive data computing by exploiting NoSQL data proprieties. The system, which is proposed in this paper, converts, migrates, process, and retrieve secure data between SQL and NoSQL data storage. The most important points that are concluded from this paper are:

1. Users can protect the sensitive attributes from the database table by encrypting data for these attributes using the cryptography algorithms (DES and AES).

2. The proposed system can convert and migrate SQL database to NoSQL data using Apache Sqoop. Then, save the data in the BigData Storage (HBase).

3. The proposed system supports NoSQL data processing and retrieving in a reliable and flexible way by using Apache Hive package as an intermediate data storage between users and HBase NoSQL BigData. Also, it allows users to write a SQL query to process and retrieve NoSQL database.

4. The proposed system can be used to migrate and retrieve BigData (Giga or Tera byte) using specific software tools like Hadoop, HBase, Hive and Sqoop; and using high-level computer performance (CPU/Memory/RAM).
5. The proposed system differs from another existing system because it uses Apache HBase as a big data storage, and exploits the Apache Hive (HQL) facilities for supporting flexibility and reliability during data retrieving and processing.

6. The implementation of the proposed system shows that the data conversion, migration, processing and retrieving between RDBMS (SQL) and HBase (NoSQL) are performed successfully with high efficiency and performance. The results also showed that the conversion and migration time depends on data size and a number of mappers.
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