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The protection of ownership and prevention of unauthorized tampering with multimedia data (audio, video, image and text) have become important concerns. Image authentication verifies the originality of an image by detecting malicious manipulation; the ultimate goal to the watermark is retrieve the right owner information from the received data in a correct way. Digital watermarking is the process that embeds data called watermark into multimedia object such that watermark can be detected or extracted later only with appropriate decoding mechanism.

In this work, an image is taken from color image (24 bits) type and from BMP file type and is converted into gray scale image (256 bits) and then converted into binary file by using one of filters (Sobel, Prewitt, Robert) to find edge detection of original file. Data storage process is performed in original image in edge points corresponding to the same place in a binary image. These edges are specified randomly based on location of the edge mod 3 and then specifying one of values (R, G, B) randomly to store data in it. As a result of this paper work invisible watermark is not noticeable to viewer and without any degrade the quality of the content. The product invisible watermark is robust against distortions processes and resistant to intentional tampering solely intended to remove the watermark. The embed information is repeated three times that take 2400 bits to keep on the quality image and even undistinguished in any image the watermark is embed.
Introduction:

The growth of high speed computer networks and that of Internet, in particular, has explored means of new business, scientific, entertainment, and social opportunities. Ironically, the cause for the growth is also of the apprehension - use of digital formatted data. Digital media offer several distinct advantages over analog media, such as high quality, easy editing, high fidelity copying. The ease by which digital information can be duplicated and distributed has led to the need for effective copyright protection tools. Various software products have been recently introduced in attempt to address these growing concerns. It is done by hiding data (information) within digital audio, images and video files. One way of such data hiding is digital signature, copyright label or digital watermark, that completely characterizes the person who applies it and, therefore, marks it as being his intellectual property. Digital Watermarking is the process that embeds data called a watermark into a multimedia object such that watermark can be detected or extracted later to make an assertion about the object. Watermarking is either “visible” or “invisible”. Although visible and invisible are visual terms watermarking is not limited to images, it can also be used to protect other types of multimedia objects [1].
Digital watermarking technology is an emerging field in computer science, cryptography, signal processing and communications. Digital Watermarking is intended by its developers as the solution to the need to provide value added protection on top of data encryption and scrambling for content protection [2].

Watermarking technique is to hide secret information into the digital signals so as to discourage unauthorized copying or attest the origin of the media. The watermark is a digital code embedded in the image data and is invisible. A digital watermark is permanently embedded in the data, that is, it remains present within the original data after any distortion process. A watermark could be used to provide proof of authorship of a signal.

For digital watermarking of image, a number of different characteristics of the watermarking process and watermark are desirable [3]. These requirements are:

1. Invisible: The digital watermark embedded into the image data should be invisible to the human.
2. Security: Unauthorized removal and detection of the watermark must be impossible even if the basic scheme used for watermarking is known.
3. Robustness: It should be impossible to manipulate the watermark by intentional or unintentional operations without degrading the perceived quality of the image to the point of significantly reducing its commercial value. Such operations are, for example, filtering, and blurring.

From application point of view digital watermark could be as below.
1. Source based
2. Destination based.

Also the watermark can compare between attributes as follows [4, 5].

| Visible watermark | Invisible watermark |
The intention is for the presence of the watermark to be very obvious but equally to make it impossible to remove without destroying the image.

<table>
<thead>
<tr>
<th>Complete watermark</th>
<th>Incomplete watermark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doesn't need the original copy for the hidden message decoding.</td>
<td>This scheme needs the original copy for message decoding which means that it is strongly resistant to detection and decoding.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Robust watermark</th>
<th>Fragile watermark</th>
</tr>
</thead>
<tbody>
<tr>
<td>These are designed to withstand accidental and malicious attack.</td>
<td>Have just the opposite characteristics and are used to detect tampering.</td>
</tr>
</tbody>
</table>

**General Framework for Watermarking:**

Watermarking is the process that embeds data called a watermark for digital signature or tag or label into a multimedia object such that watermark can be detected or extracted later to make an assertion about the object. The object may be an image or audio or video. A simple example of a digital watermark would be a visible “seal” placed over an image to identify the copyright. However the watermark might contain additional information including the identity of the purchaser of a particular copy of the material. In general, any watermarking scheme (algorithm) consists of three parts.

1. The watermark.
2. The encoder (insertion or embedding algorithm).
3. The decoder and comparator (verification or extraction or detection algorithm).

Each owner has a unique watermark or an owner can also put different watermarks in different objects the marking algorithm incorporate the watermark into the object. The verification algorithm authenticates the object determining both the owner and the integrity of the object [2].

**Requirements of digital watermarks:**
Depending on the watermarking application and purpose, different requirements arise resulting in various design issues. Watermark imperceptibility is a common requirement and independent of the application purpose. Additional requirements have to be taken into consideration when designing watermarking techniques [4].

Recovery with or without the original data, depending on the application, the original data is or is not available to the watermark recovery system. If the original is available, it is usually advantageous to use it, since systems that use the original for recovery are typically more robust.

Robustness: Robustness of the watermarked image against modifications or malicious attacks is one of the key requirements in watermarking. Robust watermarking schemes can withstand common content-altering operations.

Security issues and use of keys. The conditions for key management differ greatly depending on the application [6].

Image Authentication Techniques:
In the past, several techniques and concepts based on data hiding or steganography have been introduced as a means for tamper detection in digital image and for image authentication fragile watermarks, semi fragile watermarks, robust watermark [7, 8].

The visual redundancy of typical images enables us to insert imperceptible additional information and make the images capable of authentication themselves without accessing the originals. The goal is to prevent creating a forgery that goes undetected.

Image Representation [9]:
We have seen that the human visual system receives an input image as a collection of spatially distributed light energy; this form is called an optical image. Optical images are the types we deal with everyday- cameras capture them, monitors display them, and we see them. We know that these optical images are represented as video information in the form of analog electrical signals and have seen how these are sampled to generate the digital image I(r,c).

The digital image I(r,c) is represented as a two-dimensional array of data, where each pixel value corresponds to the brightness of the image at the point (r,c). In linear algebra terms, a two-dimensional
array like our image model $I(r,c)$ is referred to as a matrix, and one row (or column) is called a vector.
The image types we will consider are: (1) color image (2) gray-scale image (3) binary image.

**Edge Detection[9]:**

Edge detection methods are used as a first step in the line detection process. Edge detection is also used to find complex object boundaries by marking potential edge points corresponding to places in an image where rapid changes in brightness occur. After these edge points have been marked, they can be merged to form lines and object outlines. With many of these operators, noise in the image can create problems. That is why it is best to preprocess the image to eliminate, or at least minimize, noise effects. To deal with noise effects, we must make tradeoffs between the sensitivity and the accuracy of an edge detector. For example, if the parameters are set so that the edge detector is very sensitive, it will tend to find many potential edge points that are attributable to noise. If we make it less sensitive, it may miss valid edges. The parameters that we can set include the size of the edge detection mask and the value of the gray-level threshold. A larger mask is less sensitive to noise: a lower gray-level threshold will tend to reduce noise effects.

Edge detection operators are based on the idea that edge information in an image is found by looking at the relationship a pixel has with its neighbors. If a pixel’s gray-level value is similar to those around it, there is probably not an edge at that point. However, if a pixel has neighbors with widely varying gray levels, it may represent an edge point. In other words, an edge is defined by a discontinuity in gray-level values. Ideally, an edge separates two distinct objects. In practice, apparent edges are caused by changes in color or texture or by the specific lighting conditions present during the image acquisition process.

**Roberts Operator:**

The Roberts operator marks edge points only; it does not return any information about the edge orientation. It is the simplest of the edge detection operators and will work best with binary images (gray-level images can be made binary by a threshold operation). There are two forms of the Roberts operator. The first
consists of the square root of the sum of the differences of the
diagonal neighbors squared, as follows:
\[ \sqrt{[I(r,c) - I(r-l,c-l)]^2 + [(I(r,c - l) - I(r-l,c))]^2} \] ................................(1)

The second form of the Roberts operator is the sum of the
magnitude of the differences of the diagonal neighbors, as follows:
\[ |I(r,c) - I(r-l,c-l)| + |I(r,c - l) - I(r-l,c)| \] ..................................................(2)
The second form of the equation is often used in practice due to its
computational efficiency- it is typically faster for a computer to find
an absolute value than to find square roots.

**Sobel Operator:**
The Sobel edge detection masks look for edges in both the
horizontal and vertical directions and then combine this information
into a single metric. The masks are as follows:

\[
\begin{bmatrix}
-1 & -2 & -1 \\
0 & 0 & 0 \\
1 & 2 & 1
\end{bmatrix}
\begin{bmatrix}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1
\end{bmatrix}
\]

At each pixel location we now have two numbers: \( s_1 \), corresponding
to the result from the row mask, and \( s_2 \), from the column mask. We
use these numbers to compute two metrics, the edge magnitude
and the edge direction, which are defined as follows:

**EDGE MAGNITUDE**
\[ \sqrt{s_1^2 - s_2^2} \] ..................................................(3)

**EDGE DIRECTION**
\[ \tan^{-1}\left(\frac{s_1}{s_2}\right) \] ..................................................(4)
The edge direction is perpendicular to the edge itself because the
direction specified is the direction of the gradient, along which the
gray levels are changing.

**Prewitt Operator:**
The Prewitt is similar to the Sobel, but with different mask
coefficients. The masks are defined as follows:

\[
\begin{bmatrix}
-1 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
-1 & 0 & 1 \\
2 & 0 & 2 \\
1 & 0 & 1
\end{bmatrix}
\]
These masks are each convolved with the image. At each pixel location we find two numbers: p1, corresponding to the result from the row mask, and p2, from the column mask. We use these results to determine two metrics, the edge magnitude and the edge direction, which are defined as follows:

\[
\text{EDGE MAGNITUDE} = \sqrt{p_1^2 + p_2^2} \quad \text{.......................... (5)}
\]

\[
\text{EDGE DIRECTION} = \tan^{-1}\left(\frac{p_1}{p_2}\right) \quad \text{.......................... (3.6)}
\]

As with the Sobel edge detector, the direction lies 90° from the apparent direction of the edge.

**The Mean Filter:**

The mean filters are essentially averaging filters. They operate on local groups of pixels called neighborhoods and replace the center pixel with an average of the pixels in the neighborhood. This replacement is done with a convolution mask such as the following 3x3 mask:

\[
\begin{bmatrix}
1/9 & 1/9 & 1/9 \\
1/9 & 1/9 & 1/9 \\
1/9 & 1/9 & 1/9
\end{bmatrix}
\]

Note that the coefficients of this mask sum to one, so the image brightness will be retained, and the coefficients are all positive, so it will tend to blur the image.

**Threshold:**

After the edge detection operation has been performed, the next step is to threshold the results. One method to do this is to consider the histogram of the edge detection results. Often, the histogram of an image that has been operated on by an edge detector is unimodal (one peak); so it may be difficult to find a good valley. This method works best with a bimodal histogram. Another method that provides reasonable results is to use the average value for the threshold.
After we have determined a threshold for the edge detection, we need to merge the existing edge segments into boundaries. This is done by edge linking. The simplest approach to edge linking involves looking at each point that has passed the threshold test and connecting it to all other such points that are within a maximum distance. This method tends to connect many points and is not useful for images where too many points have been marked; it is most applicable to simple images [9]. Use following equation to compute threshold.

$$T = \frac{\sum_{i=0}^{N} \sum_{j=0}^{M} (X_{ij}, Y_{ij})}{Z} \quad \text{……………………………..(7)}$$

Where \( T \) is threshold and \( N \) is number of row and \( M \) is number of column and \((X_{ij}, Y_{ij})\) pixels values to the image and \( Z \) is size of image \((N*M)\).

**System Implementation**

This paper will focus on the implementation of watermark embedding process and watermark extracting process. Data storage process is performed in original image in edge points corresponding to the same place in a binary image. These edges are specified based on location of the edge point mod 3 and then specifying one of values (R, G, B) to store data in it. Figure (1) shows the block diagram for watermark embedding process.
Watermarked Embedding Process:

To generate a watermark first an image from type bmp (24 bit) must be available and then we perform the following steps. Figure (2) shows the flowchart of the embedding process.
1- Convert the true image from (24 bits) into grayscale (256 bits).
2- Use the mean filter to remove noise from the gray scale image.
3- Find edges detection of the original image by selecting one of filters (Sobel, Prewitt, Robert), and then obtain binary file.
4- Then obtain on binary file available image to store data.
5- From binary file specify location of edges to store data in the same position as the edge in the original image.
6- Embed in original image (text, marker, and password) that convert it to stream of bits, store this data three times.
If hide rate data is adequate

If marker = 4

If keyword = 6

If length of data >= 0

1<threshold<=255

Convert true color file to gray scale with $A = (R + G + B)/3$

If $(R+G+B) \mod 3 > 0$

$A = A + 1$

Using mean filter to smooth data

Sobel

Prewitt

Robert

Select filter
Result of Watermark Embedding:

Using images from true color type and from BMP file type want to convert it to watermark and storage data in it.
Figure (3 a): Original Al Hussein grave image 352×288×24b (298kB) bmp

1. Convert the image from true color (24-bit) into gray scale (256 levels) to ready for convert into binary image.

Figure (3): The original image bmp file
Figure (4 a): Al Hussein grave image 352×288×256(101kb) bmp

Figure (4 b): Tree image 352×288×256(101kb) bmp

Figure (4): The gray scale image

2. Convert the gray scale image into binary image by using one from three filters (Sobel, Prewitt, Robert) depending on the threshold to ready for embed information in the image.
3. Watermarked embedding process must be contain the following information to embed information in the image:
Figure (6): The information that must be available to create the watermarked image

Figure (7): The hidden file 352×288×24b (298kB) bmp
Note: Two files are used in the embedded process, the first one is the BMP file to the original image and the other one is the binary file.
Point (230, 249) is edge

Figure (8): Illustrate the embedding process by select edge from Binary file and store only one bit in same location in original image after specified any byte from value (R, G, B) randomly to store data by using (number of edge mod 3) then select one byte from (R, G, B).

Watermark Extracting Process:
To extract the hidden information from the watermarked image the following steps must be performed. Figure (9) shows the flowchart of the extracting process.

1- The bmp to the watermarked image & binary file of the original image must be available two files.
2- The password must be known.
3- The input file must be known.
4- The binary file must be known.
5- The threshold must be known.
6- Read blocks of data (100 byte) from input file and binary file.
7- Compare password in first part with second and third parts to find the correct keyword.
8- Compare marker in first part with second and third parts to find correct the marker.
9- Compare information hiding in first part with second and third parts to find correct information hiding.
10- If this comparison is correct then give the marker and hidden information.
Result of Watermark Extracting:

1. Input files (true color, BMP)
2. Input binary file
3. Input password

If input file is true

If binary file is found

If password is 6 byte

If $1 \geq \text{threshold} \geq 255$

Read block of data from 1. Input file [3 times] 2. Binary files [3 times]

Count =

If binary data [count] $\geq$

Yes

No

Yes

No

Yes

No

Yes

No

Yes

No

Yes

No

Yes

No

Error

End

If edges are found

select location (R, G, B) from Input file

Loc = count mod 3

Output bit = L.S.B of select

Convert all 8 bits to one byte

If blocks data end

If found edges $\geq 2400$

Divide data to three parts and
Any part is divided into:
1. Password (6 byte)
2. Marker (4 byte)
3. Length of information

Compare between 3 parts to find more frequency to
Keyword in three parts
Marker in three parts
Length of information in three parts Information hide in three parts

If password equals keyword

Display marker, information

Hide

End
1. In the extracting process two files BMP file must be available to the watermarked image and the binary file and without these files we cannot obtain the information hiding.

Figure (10): illustrates the extracting process by selecting edge from Binary file and extract only one bit in the same location in hidden file after specified any byte from value (R, G, B) randomly contain data by using (number of edge mod 3) then selecting one byte from (R,G,B).

2. The following information must be entered to extract the embed information:
Figure (11.a): The information that must be available to obtain the hidden information.

Figure (11.b): The result of the extracting process

Figure (11): Illustrates the extract information from the watermark.

**Attack on the image:**

The program "gws.exe" (graphics work show) is used to attack watermarked image to ensure the hidden information is not affected when convert it from BMP file format into any file format.
Figure (12): Illustrate convert process the BMP file into TIF file or PCX file

**Example 1:**
Convert watermarked image from BMP file format into TIF file format and then return it into BMP file format, in this state the hidden information didn't effect.

Figure (13.a): Al Hussein grave image $352 \times 288 \times 24b$ (298kB) TIF

Figure (13.b): Tree image $352 \times 288 \times 24b$ (298kB) TIF
Figure (13): Watermarked image TIF file.

**Example 2:**
Convert watermarked image from BMP file format into PCX file format and then return it into BMP file format, in this state the hidden information didn't effect.

Figure (14.a): Al Hussein grave image 352×288×24b (298kB) PCX

Figure (14.b): Tree image 352×288×24b (298kB) PCX

Figure (14): Watermarked image PCX file.

**Hide rate:**
\[ H = \frac{A}{Z} \] \hspace{1cm} (8)

Where \( H \) = Hide rate, \( A \) = Amount of embed data, \( Z \) = Size the image (\( N, M \)).

<table>
<thead>
<tr>
<th>Name of image</th>
<th>Al-Huseen grave</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size the image</td>
<td>352*288</td>
</tr>
<tr>
<td>SNR</td>
<td>2069.097937</td>
</tr>
<tr>
<td>PSNR</td>
<td>72.438277</td>
</tr>
<tr>
<td>( H )</td>
<td>0.000155</td>
</tr>
<tr>
<td>ERMS</td>
<td>0.003709</td>
</tr>
</tbody>
</table>

Table: Fidelity criteria

Conclusions:
Based on the presented work the following points are put:
1. In this paper work invisible watermark is not noticeable to viewer and without any degrade the quality of the content.
2. Data storage process is based on the existence of the edges in the image. These edges or the storage location in the image is not specified but depends on characteristic of image.
3. The product invisible watermark is robust against distortions processes and resistant to intentional tampering solely intended to remove the watermark.
4. Returning information is impossible except when we know the type of used filter and used threshold value in case of converting image into binary image. In addition, we must know the password and watermarked image.
5. Watermarking provides the capability to specify the original image and ownership to this image and prevent counterfeits processes to this watermarking.

Suggestions for Future Work:
Based on the presented work the following points are put forward as future work.
1. The ability of using two filters or more which gives two binary files or more for the case of edge detection when the location of edge in the first binary file correspond to the same location of edge in second binary file. Then the location is specified to stored data in the original image.

2. Using one filter and two or more threshold values. Data storage process could be achieved after specifying the edge in the first binary file compared with same locations of this edge in the second binary file by using another threshold if the two edges were correspond in locations. After this, we are able to specify the location of data storage in the original image.
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