Abstract

The paper attempts to provide most of the well-known security services through a design and implementation of a client/server-based network security system. The system is based on recommendation of the Advanced Encryption Standard (AES) together with some secure techniques. These techniques include message digest (MD5), data compression, data scrambling, traffic padding, novel PN sequence generator that is based on AES and the RSA for secure key distribution.

The generator is based on the standard ANSI X9.17 with triple AES instead of triple DES. Recommended statistical tests are carried out to check the randomness of the new generator. The results of these tests show that the new generator passes all the required tests successfully. The latter results being even better than those achieved by the standard generator ANSI X9.17 using AES or triple DES.

Finally, the security system was implemented and tested between two PCs in a local area network. The results clearly demonstrate the successful operation of the security system through the secure transmission of data. The security of the proposed system is shown to be efficient since all the combined techniques are well-established and recommended. Furthermore, with the multi-keys required to perform the operation, the tasks of cryptanalyst with available computing power will be difficult.
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1. Introduction

Recently, messages are increasingly being exchanged over computer networks, which has resulted in tremendous increase in the speed of communication. At the same time, this has given rise to host new problems; security threats. Therefore, a form of security is required such as cryptography. Cryptography is not the only way of exchanging messages securely in a network. Network security means a protection of the network assets from different kinds of threats in the network by implementation of different security services using various security mechanisms [1,2]. Security services that attempt to enhance the network security fall into six different categories: confidentiality, integrity, authentication, non-repudiation, access control, and availability [1,3]. Several application security mechanisms in a number of application areas, including electronic mail, web access, client/server interaction and others were developed. These involve the Secure/Multipurpose Internet Mail Extension (S/MIME), Pretty Good Privacy (PGP), Secure Socket Layer (SSL) [4]. However, because of advance in attacking methodology, these mechanisms need to be revised to consider the recent updates in security algorithms and computation facilities.

The Data Encryption Standard (DES) is the most well-known cryptographic mechanism in history. It remains the standard means for securing electronic commerce for many financial institutions around the world. The most striking development in the history of cryptography came in 1976 when Diffie and Hellman published Diffie-Hellman key exchange and later the RSA public key cryptosystem [2].

In October 2000, the American National Institute for Science and Technology (NIST) announced that the AES, the Rijndael algorithm, will replace the DES. This is based on the Federal Information Processing Standard (FIPS) proposal to specify a symmetric that must satisfy a number of criteria: strong security, simple design, and good performance [5].

Thus the paper attempts to design and implement a security system for computer networks that satisfy most of the security services requirements using...
the most recent available standard AES with the other standards MD5, LZW and ANSI-X9.17.

2. Network Security Techniques
2.1 Message Digest System and MD5
The system takes input message of arbitrary length and produces a 128-bit message digest as an output. The input is processed in 512-bit blocks [6]. The following five steps are performed to compute the message digest of the message [6]:
a- The message is “padded” (extended) so that its length (in bits) is congruent to 448 modulo 512. Padding is always performed, even if the length of the message is already congruent to 448 modulo 512. In padding, a single “1” bit is appended to the message, and then “0” bits are appended so that the length in bits of the padded message becomes congruent to 448 modulo 512. In all, at least one bit and at most 512 bits are appended.
b- A 64-bit representation of message’s length (before padding bits were added) is appended to the result in previous step.
c- A four-word buffer \((A, B, C, D)\) is used to compute the message digest. Each of the word \(A, B, C, D\) is a 32-bit. These are initialized to the following values in hexadecimal, low-order bytes first:
\[
\text{Word A: } 0x01 \ 23 \ 45 \ 67 \\
\text{Word B: } 0x89 \ ab \ cd \ ef \\
\text{Word C: } 0xfe \ dc \ ba \ 98 \\
\text{Word D: } 0x76 \ 54 \ 32 \ 10
\]
d- Four auxiliary functions that each takes as input three 32-bit words and produces as output one 32-bit word are applied as follows:
\[
\begin{align*}
F(B, C, D) & = BC \lor \neg(B) \ D. \\
G(B, C, D) & = BD \lor (C \neg(D)). \\
H(B, C, D) & = B \xor C \xor D. \\
I(B, C, D) & = C \xor (C \lor \neg(D)).
\end{align*}
\]
Now, the main loop of the algorithm begins. This loop will be computed for the whole blocks in the message. The four variables are copied into different variables: \(a\) gets \(A\), \(b\) gets \(B\), \(c\) gets \(C\) and \(d\) gets \(D\). The main loop has four rounds, all very similar. Each round uses a different operation 16 times. Each operation performs a nonlinear function on three of the variables \(a, b, c, \) and \(d\). Then, it adds that result to the fourth variable, a sub-block of message and constant. The result rotated to the left a variable number of bits and added to the result of \(a, b, c, \) or \(d\). Finally, the result replaces one of \(a, b, c, \) or \(d\).
There is a single exception case in the LZW compression algorithm that causes some trouble to the decompression side. If there is a string consisting of a (STRING, CHARACTER) pair already defined in the table, the input stream then sees a sequence of STRING, CHARACTER, STRING, CHARACTER, STRING, the compression algorithm will output a code before the decompression gets a chance to define it. Fortunately, this is the only case where the decompression algorithm will encounter an undefined code. Since it is in fact the only case, we can add an exception handler to the algorithm. The modified algorithm just looks for the special case of an undefined code and handles it [7].

2.3. Block Cipher System
The encryption algorithm used in this paper is the AES or Rijndael algorithm. Rijndael is a symmetric block encryption algorithm that encrypts blocks of 128, 192, or 256 bits and uses symmetric keys of 128, 192, or 256 bits, where all combinations of block and key lengths are possible [1]. It has the following features [5]:

- The final output is the concatenation of A, B, C, and D.

2.2. Data Compression System and LZW Fundamentals
LZW compression replaces strings of characters with single codes. It does not do any analysis of the incoming text. Instead, it just adds every new string of characters it sees to a table of strings. Compression occurs when a single code is output instead of a string of characters.

The code that the LZW algorithm outputs can be of any arbitrary length, but it must have more bits in it than a single character. The first 256 codes (when using eight bit characters) are by default assigned to the standard character set. The remaining codes are assigned to strings as the algorithm proceeds. A quick examination of the algorithm shows that LZW is always trying to output codes for strings that are already known. Each time, a new code is output; a new string is added to the string table [7]. The algorithm adds a new string to the string table each time it reads in a new code. All it needs is translation of each incoming code into a string and send it to the output [7].
a- The implementation of Rijndael can at the least cost be protected against attacks that are based on measurements of the time behavior of the hardware (so-called timing attacks) or change in electrical current use (so-called power or differential power analysis attacks).
b- Rijndael algorithm can most rapidly encrypt and decrypt data.
c- Rijndael makes use of very limited resources of RAM and ROM memory.
d- Rijndael has the best performance in hardware implementation.

Each block of plaintext is encrypted several times with a repeating sequence of various functions, in so-called rounds [1]. The number of rounds $N_r$ depends on the block length $N_b$ and key length $N_k$. If at least the block or key length is 256 bits, there are 14 rounds, if both the block and key length are 128 bits; there are 10 rounds [1].

The algorithm is based on powerful substitution–linear transformation networks. It consists of an initial round (AddRoundKey), and $N_r$ standard rounds. The first $N_r$-1 rounds are similar and they consist of four transformations, called: ByteSub (Substitution Bytes), ShiftRow (Shift Rows), MixColumn (Multiply Columns), and AddRoundKey (XORed by key). The last round has only the transformations ByteSub, ShiftRow, and AddRoundKey. Further details about the Rijndael algorithm and its operation can be found elsewhere [5].

Triple encryption is a better idea that operates on a block three times with three different keys. The sender first encrypts the plaintext using the third key; then decrypts it using the second key, and finally encrypts it with the first key. The receiver decrypts the ciphertext using the first key, then encrypts it using the second key, and finally decrypts it with the third key. Three keys can be defined as follows:

$$C = E_{k_3}[D_{k_2}[E_{k_1}[P]]] \quad (1)$$
$$P = D_{k_1}[E_{k_2}[D_{k_3}[C]]] \quad (2)$$

where $C$, $P$, $E$, $D$ and $k_i$ are ciphertext, plaintext, encryption, decryption and its key respectively.

2.4. Data Scrambling and Pseudo-Random Number Generator

Data scrambling is done by making exclusive-OR (XOR) process between the data and pseudorandom number generator (PRNG) output. The
Pseudo-random numbers play an important role in the use of encryption for various network security applications. A sequence generator is pseudo-random, if it has the following properties [6]:

a- It looks random. This means that it passes all the statistical tests of randomness.

b- It is unpredictable. It must be computationally infeasible to predict what the next random bit will be, given complete knowledge of the algorithm or hardware generating the sequence and all of the previous bits in the stream.

The output of a generator satisfying these properties will be good enough for one-time pad, key generation, and any other cryptographic applications that require a truly random number generator [6].

There are many types of pseudo-random number generators (PRNGs) that depend on the cryptographic applications such as: cyclic encryption, DES output feedback mode, Blum Blum Shub generator, and ANSI X9.17 pseudo-random number generators. One of the strongest pseudorandom number generators is specified in ANSI X9.17.

Fig. 1 illustrates the generator, which makes use of triple DES [1].

From Fig. 1, the following quantities are defined;

\( DT_i \): Date/Time value at the beginning of the \( i \)th generation stage.

\( V_i \): Seed value at the beginning of the \( i \)th generation stage.

\( R_i \): Pseudorandom number produced by the \( i \)th generation stage.

\( K_1 \) and \( K_2 \): DES keys used for each stage.
These quantities are related to each other by the following expressions [1]:

\[ R_i = \text{EDE } k_1, k_2 [V_i \oplus \text{EDE } k_1, k_2 [D_i]] \]  

(3)

\[ V_{i+1} = \text{EDE } k_1, k_2 [R_i \oplus \text{EDE } k_1, k_2 D_i] \]  

(4)

where, EDE refers to the sequence encrypt-decrypt-encrypt.

The proposed pseudorandom number generator uses triple Rijndael instead of triple DES in the standard ANSI X9.17. Other parameters are the same as that specified by the standard.

It is impossible to give a mathematical proof that the generator is indeed a random bit generator. Tests help detect certain kinds of weaknesses the generator may have. This is accomplished by taking a sample output sequence of the generator and subjecting it to various statistical tests [8].

Let \( S = S_0, S_1, S_2, \ldots, S_{n-1} \) be a binary sequence of length \( n \). The five statistical tests that are commonly used for determining whether the binary sequence \( S \) possesses some specific characteristics that a truly random sequence would be likely to exhibit are:

- Frequency, serial, poker, run and autocorrelation tests. In these tests, the value of \( \chi^2 \) is calculated for different degrees of freedom (DOF) and compared with the theoretical value that is required to pass the randomness test as follows [8];

a- For frequency test (monobit test)

\[ \chi^2 = \frac{(n_0 - n_1)^2}{n} \]  

(5)

where \( n_0 \) and \( n_1 \) denote the number of 0’s and 1’s in \( S \), respectively.

b- For serial test

\[ \chi^2 = \frac{4}{n-1} \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} n_{ij}^2 - \frac{2}{n} \sum_{i=0}^{n-1} n_{ii} + 1 \]  

(6)

where \( n_{00}, n_{01}, n_{10}, \) and \( n_{11} \) denote the number of occurrences of 00, 01, 10, 11 in \( S \), respectively.

c- For poker test

\[ \chi^2 = \frac{2^m}{F} \sum_{i=0}^{m} x_i^2 \]  

(7)

where in this test \( n \) is partitioned into blocks of size \( m \) bits and \( F = (n/m) \). The frequency of each type of section of length \( m \) in a sequence is counted and the numbers \( x_0, x_1, \ldots, x_{m-1} \) where \( x_i \) is the number of \( m \)-bit blocks having \( i \) ones and \( m-i \) zeros are evaluated.

d- For autocorrelation test

The value of \( \chi^2 \) is as follows:

\[ \chi^2 = \frac{(A(d) - \mu)^2}{\mu} \]  

(8)

where

\[ A(d) = \sum_{i=1}^{n-d} a_i * a_{i+d} \]  

where \( 0 \leq d \leq n-1 \)  

(9)

and

\[ \mu = \frac{(n_1^2 \cdot (n-d))}{n^2} \]  

(10)
A(d) is the autocorrelation function of the n-component sequence S and its shifted versions a₁, a₂, ..., aₙ.

Computer simulation has been carried out to investigate the performance of the generators. The tested generators include the standard ANSI X9.17 that uses the triple DES, the modified ANSI X9.17 but with single Rijndael and the proposed generator of the triple Rijndael instead of triple DES. All computer simulation programs have been implemented in C++ and executed using PIV personal computer running under Windows XP operating system. In the tests, the values of $\chi^2$ for the frequency, serial, poker and autocorrelation tests were calculated and tabulated for different degree of freedom (DOF) as shown in Tables 1 and 2 for n set to 100. It is worth to mention that the theoretical value of $\chi^2$ to pass these tests are less than 3.84, 7.81, 11.1, and 3.84, for frequency, poker, serial and autocorrelation tests, respectively.

The results of the tests for the three different generators show the remarkable performance achieved by that of the triple AES when it replaces the triple DES in the original standard. It is worth to mention that extra tests were also carried out, whose results are not considered, such as run test, tests for different degrees of freedom and different block sizes. All these tests results, which are not included, were agreed with that shown in Tables 1 and 2.

**Table 1: Different statistical tests for PN-sequence generators**

<table>
<thead>
<tr>
<th>Type</th>
<th>DOF</th>
<th>3DES</th>
<th>AES</th>
<th>3AES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freq.</td>
<td>1</td>
<td>3.800</td>
<td>0.160</td>
<td>0.001</td>
</tr>
<tr>
<td>Poker</td>
<td>5</td>
<td>5.410</td>
<td>4.000</td>
<td>1.700</td>
</tr>
<tr>
<td>Serial</td>
<td>3</td>
<td>6.160</td>
<td>7.080</td>
<td>0.240</td>
</tr>
</tbody>
</table>

**Table 2: Auto-correlation test with degree of freedom =1**

<table>
<thead>
<tr>
<th>Shift</th>
<th>3DES</th>
<th>AES</th>
<th>3AES</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.050</td>
<td>1.685</td>
<td>0.162</td>
</tr>
<tr>
<td>2</td>
<td>1.574</td>
<td>0.072</td>
<td>0.514</td>
</tr>
<tr>
<td>3</td>
<td>0.887</td>
<td>2.755</td>
<td>0.243</td>
</tr>
<tr>
<td>4</td>
<td>3.452</td>
<td>0.032</td>
<td>1.363</td>
</tr>
<tr>
<td>5</td>
<td>1.263</td>
<td>3.073</td>
<td>0.051</td>
</tr>
<tr>
<td>6</td>
<td>1.166</td>
<td>2.923</td>
<td>0.032</td>
</tr>
<tr>
<td>7</td>
<td>0.051</td>
<td>0.456</td>
<td>0.099</td>
</tr>
<tr>
<td>8</td>
<td>0.073</td>
<td>0.130</td>
<td>1.829</td>
</tr>
<tr>
<td>9</td>
<td>3.766</td>
<td>3.424</td>
<td>3.297</td>
</tr>
<tr>
<td>10</td>
<td>2.645</td>
<td>1.176</td>
<td>0.033</td>
</tr>
</tbody>
</table>

**2.5. The RSA Public Cryptosystem**

The system developed by Rivest, Shamir and Adleman makes use of an expression with exponentials. The mathematical description of RSA is as follows: take two large primes, p and q,
and compute their product \( n = pq \); \( n \) is called the modulus. Choose a number, \( e \), less than \( n \) and relatively prime to \( \phi(n) \), where \( \phi(n) = (p-1)(q-1) \). This means that \( e \) and \( \phi(n) \) have no common factors except 1. Find another number \( d \) such that \( ed = 1 \mod \phi(n) \). Plaintext is encrypted in blocks, with each block having a binary value less than some number \( n \). Encryption and decryption are of the following form, for some plaintext block \( M \) and ciphertext block \( C \) [6]:

\[
C = M^e \mod n \quad \text{for encryption} \quad (11)
\]

\[
M = C^d \mod n \quad \text{for decryption} \quad (12)
\]

Both sender and receiver must know the value of \( n \). The sender knows the value of \( e \), and only the receiver knows the value of \( d \). Thus the public key is \( KU = \{e, n\} \) and the private key is \( KR = \{d, n\} \).

2.6. Link Encryption

To deter a listener who is monitoring, a network administrator inserts “noise” into the system by randomly sending messages to each node in the network [1]. This can be applied by using a traffic-padding device. Traffic padding is essentially a link encryption function. It produces ciphertext output continuously, even in the absence of plaintext. When plaintext is available, it is encrypted and transmitted. When input plaintext is not present, random data is encrypted and transmitted. This makes it impossible for an attacker to distinguish between true data flow and padding and therefore impossible to deduce the amount of traffic [1].

3. Network Security System Design

The proposed security system involves many techniques mentioned in section 2 to achieve most of the security services. These techniques have been combined together as shown in Figs. 2 and 3.

The system has been proposed to provide a security for the local area operating in a client server mode or even peer-to-peer network. The design is based on the well known system pretty good privacy PGP that still has the security power in its usage in Swiss banks. Thus, the security level of the proposed system should have a security level as that of PGP or even better since the inclusion of AES, link encryption and other modifications will improve the performanceofPGP.
The proposed system shown in Fig. 2 has two paths from the client to:

1. **Data Comp.**
2. **Data Scramb.**
3. **Link Encryp.**
4. **Block Cipher**

The encryption process in the client side is as follows:
- Plaintext is processed through MD5 and RSA to produce Encrypted Keys.
- Encrypted Keys are then used to encrypt the data through a Block Cipher to produce Ciphertext.

The decryption process in the server side is as follows:
- Ciphertext is decrypted using RSA and PRNG to produce Encrypted Keys.
- Encrypted Keys are then used to decrypt the data through a Block Cipher to produce Plaintext.

**Fig. 2 The Encryption Process in the Client Side**

**Fig. 3 The Decryption Process in the Server Side**
the server and vise versa. The first path provides the secure transmission of the plaintext.
On the other hand, the second path provides the security for the session keys using the RSA algorithm. It is worth to mention that the channel between the client and the server assumed to be unsecured.
The operation of such system can be described by the following procedure used to send a message from the client to the server. A detailed description of such procedures can be summarized in the implementation phase.

4. System Implementation And Evaluation

A software package has been developed to perform the security issues required in the network suggested. The software package was written in C++ and Visual Basic under the window XP.

In the design and implementation of the system, a special user-friendly page has been designed using visual basic to enter the required keys to implement the scheme. It has been designed such that the initial phase of the path setup will begin with interrogation between the user and the security system asking for keys required which can be entered in the form of characters. These keys include; three keys used for triple AES, data, time, seed and the two keys required by the PN-sequence generator, and the initial vector required by the message digest.

Finally, software implementation of the above scheme has been tested on a LAN and two Internet nodes as follows:

4.1. Client Side (The sender)

Let the message that client wants to send to the server is P as shown:

\[ pp = M^{k_c} \mod n_c \] (13)

where \( n_c \) is the product of large prime numbers \( p_c \) and \( q_c \).
The RSA algorithm used by the system uses a key length of 1024 and 2048 bits that corresponds to an RSA modulus of at least 309 and 617 decimal digits, respectively. Bearing in mind that time required to factor 200 decimal digits number is estimated to be 52,000,000 years in 1998. Therefore, this can be considered to be safe in the future [9]. However, work can be done to increase the size of the prime number used in the RSA encryption.

The encrypted message pp appended to the plaintext P to give the message $P^*$ which is compressed using LZW compression to give the compressed message C.

The compressed message C is scrambled with random data generated by the PN sequence generator to give the scrambled data S shown:

The scrambled message S is splitted into several groups, each of 256 bits size, to be encrypted by the triple AES algorithm using three time session keys of 256 bits length. Link encryption using traffic padding has been employed on the scrambled message S before the triple AES encryption to reduce the opportunity for traffic analysis. This has been achieved by padding continuous false random data generated by PN sequence generator. The padding occurs randomly according to certain random sequence that needs to be informed to the other side.

The padding procedure includes the transmission of twelve of 256 bits size only one of these blocks will be the true data block. The remaining eleven false blocks are taken from the PN sequence generator. The selection of the position of the true block is achieved through the use of random number generator that generates random numbers between 1 and 12. It is worth to mention that the expansion obtained depends on the security level required.
and can be reduced from 12 to any size depending on the security level required.
The triple AES encryption output together with the client ID and the session keys used are then transmitted to the server. The seeds used by the random number generator and the keys used by the triple AES together with any initial vectors used were all encrypted by the RSA server public key and sent to the server using path 2 as shown in Fig. 2.

4.2. The Server (The Receiver)
On the receipt of the packet from the sender, the receiver recovers all the keys by the RSA algorithm using the server private key as shown in Fig. 3. The server then uses the recovered key and the symmetric Rijndael to decrypt the message $B$ using the three required keys to give the message $E$. The scrambled $S$ message is obtained by dropping all the padded blocks. XORing $S$ with the PRNG will return the compressed version of the message $C$. The server uses the same compression algorithm to recover $P^i$ which includes the original plaintext and the encrypted message digest. It is up to the receiver to check the client’s message digest by using MD5 technique on the message $P$ and performing RSA decryption, but with the client public key. The latter procedure will authenticate and provide the signature required by the security system.

Finally, for the presentation purposes, the visual basic program is used to transmit and receive data between the client and server network with a user who friendly interface Graphical User Interface GUI. This program uses a winsocket technique to interface with the other encryption/decryption programs. Furthermore, the GUI for transmitting/receiving operation has been used to simplify the execution of the program to the user and to hide all the actual processing work. This will provide certain transparency to the security system.

5. Assessment Of Results
The designed system in this research uses the hash function (message digest MD5) to ensure that the original message did not change through the transmission. This will
provide the authentication and digital signature services. This algorithm is simple to implement and do not require large programs or substitution tables. The cryptanalyst attempts to use differential cryptanalysis against a single round of MD5 and was ineffective against all four rounds [9].

The compression algorithm used in this work is the LZW algorithm. This method is popular in practice. Its advantage over other algorithms is in the speed because there are not too many string comparisons to perform [7].

The RSA algorithm has been used to encrypt all the keys used in this system. This will provide the access control and authentication services. The researchers in the field of RSA found that the time required to break 200 decimal digits number was estimated to be 52,000,000 years in 1998. Therefore, this algorithm can be considered to be safe in the future, since the computation power is still limited [9].

The keys used by the system for data scrambling and link encryption were generated by the new generator based on ANSI X9.17 pseudorandom number generator and triple AES, while the initial values of the generator are generated from the computer random engine. The statistical test results show that the generator output passes most of the randomness tests and even is better than that of the ANSI X9.17 generator.

The traffic-padding device used in this system makes it impossible for an attacker to distinguish between true and false data and therefore impossible to deduce the amount of traffic. Finally, the integrity has been achieved by MD5 and the confidentiality through the use of compression, scrambling, traffic padding and AES.

By the length of the AES keys, it is guaranteed that there is a huge amount of different keys exactly $2^{128}$, $2^{192}$ or $2^{256}$ possible keys to be guessed using the well-known method brute force attack. Furthermore, the AES has other advantages such as the speed, memory requirement and others [10]

6. Conclusions

Many techniques have been developed to secure network. Not all of these techniques provide the same services and security issues, so a combination of several technologies has been used to ensure better level of security. Of course, the technologies adopted in the
scheme are well-recommended with high security that should leads to a high security system.

The test of the system with such complex combination in data transfer between two computers in LAN and between two internet nodes without any delay and problem suggest the ability of using the system in a network that require high level of security. Furthermore, the use of AES with the length and the amount of the keys used will guarantee that there is really a huge amount of work from the cryptanalyst to guess the keys using brute force attack or other types of attacks.

Finally, two suggestions can be proposed to enhance this system. The first is the inclusion of expert system in the scheme that can select the complexity of padding according to the security level, compression technique, key size of triple AES or the signature requirement that will support more secure system implementation. The second suggestion will be the replacement of the RSA system by the elliptic curve cryptosystem and the implementation of the system in hardware using the FPGA.
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