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Introducion:

Lomax distribution also called the pareto type II distribution is a heavy-tail probability often used in business and life testing, Reliability, with extended application in economic science and actuarial modeling , queuing problems , and biological science. Panahi and Asadi (2011) studied estimation of the stress-strength parameter \( R=P(Y<X) \) when \( X,Y \) are independent and both are Lomax distribution with common scale parameters but different shape , and derived a maximum likelihood estimation. Bindu (2011) studied estimation of \( R=P(X>Y) \) when \( X,Y \) are independent random variables , and introduce a new family of distribution referred to as the double Lomax distribution and derive the p.d.f and the expression for the reliability \( R \) for the double Lomax distribution truncated below zero. David ,Hui ,and Ryan (2011) analyzed the second-order bias of the maximum likelihood estimators for Lomax (Pareto II) distribution for finite sample size and show that this bias is positive . Asghar zadeh and Valiollahi (2011) derived explicit estimator for Lomax distribution by approximating the likelihood function . Morteza , Farhad and Manoochehr (2012) they use the Bayesian estimators for Lomax distribution obtained thought conjugate prior for the shape and scale parameters under generalized order statistics.

In this study we explore and compare the performance of the maximum likelihood and least square and moment estimates with the Bayesian of Reliability and Hazard function for the two parameter Lomax distribution.

The probability density function of two parameter Lomax distribution becomes :

\[
f(x) = \frac{\alpha}{\lambda} \left(1 + \frac{x}{\lambda}\right)^{-\alpha} \quad \text{for } x > 0, \alpha, \lambda > 0 \]
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Where \( \alpha \) is shape parameter, \( \lambda \) is the scatter parameter of the distribution.

The reliability function is given by:

\[
R(x) = Pr(X > x) = 1 - F(x) = \int_0^x f(u; \alpha, \lambda)du = (1 + \frac{x}{\lambda})^{-\alpha} \quad \ldots \ldots (2)
\]

And the Hazard function become:

\[
H(x) = \frac{f(x)}{R(x)} = \frac{\alpha}{x+\lambda} \quad \ldots \ldots (3)
\]

The rest of the paper is arranged as follows. The methods, Maximum likelihood estimator, least square estimator, Bayes estimator, estimator of moment method. In results, Simulation study is discussed and the results are presented and followed by conclusion.

**Materials and Methods:**

**Maximum likelihood Estimation(MLE):** we introduce the concept of maximum likelihood estimation with two parameters Lomax distribution. We have set of random failure times \((x_1, x_2, \ldots, x_n)\) and vector of unknown parameters \(\theta = (\theta_1, \theta_2, \ldots, \theta_k)\) then the likelihood function is:

\[
L(x; \theta) = \prod_{i=1}^{n} f(x_i, \theta) \quad (4)
\]

The score vector with respect to \(\theta\) is

\[
U_i(\theta) = \frac{\partial \ln L(x_i, \theta)}{\partial \theta_i} \quad (5)
\]

Now we can find the maximum likelihood estimator by using two parameter Lomax distribution with parameters \(\alpha, \lambda\). The probability density function is given by:

\[
f(x) = \frac{\alpha}{\lambda} (1 + \frac{x}{\lambda})^{-(\alpha+1)} \quad \ldots \ldots x > 0, \alpha, \lambda > 0 \quad \ldots \ldots (6)
\]

The likelihood function is:

\[
L(x_1, x_2, \ldots, x_n; \alpha, \lambda) = \prod_{i=1}^{n} f(x_i, \alpha, \lambda) \quad (7)
\]

\[
= \left(\frac{\alpha}{\lambda}\right)^n \prod_{i=1}^{n} \left(1 + \frac{x_i}{\lambda}\right)^{-(\alpha+1)} \quad (8)
\]

The score vector is:

\[
U(\theta) = \frac{\partial \ln L(x; \alpha, \lambda)}{\partial \alpha} = \frac{n}{\alpha} - \sum_{i=1}^{n} \left(1 + \frac{x_i}{\lambda}\right) \quad (9)
\]

Let \(U(\theta) = 0\), then the maximum likelihood estimator is Eq. 10:
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\[ \hat{\alpha}_{\text{M.L.E}} = \frac{n}{\sum (1 + \frac{x_i}{\lambda})} \quad (10) \]

The Scale parameter \( \lambda \) is taken to be constant. Since the maximum likelihood estimator is invariant and one to one mapping. The maximum likelihood estimator of Reliability function is Eq. 11:

\[ \hat{R}_{\text{m.l.e}}(x) = (1 + \frac{x}{\lambda})^{-\hat{\alpha}_{\text{m.l.e}}} \quad (11) \]

And the maximum likelihood estimator of Hazard function is Eq. 12:

\[ \hat{H}_{\text{m.l.e}}(x) = \frac{\hat{\alpha}_{\text{m.l.e}}}{x + \lambda} \quad (12) \]

**Least Square Method (LSM):** We can found quantiles of parametric distribution by least square method as follows:

The Mean square error is given by:

\[ K = \sum e_i^2 = \sum (y_i - \beta_0 - \beta_1 x_i)^2 \quad (13) \]

And \( V2 = \frac{\partial K}{\partial \beta_1} \) Let \( V1 = \frac{\partial K}{\partial \beta_0} \)

And when \( V1=0 \), \( V2=0 \) we find that:

\[ \hat{\beta}_1 = \frac{n \sum zi yi - \sum zi \sum yi}{n \sum zi^2 - (\sum zi)^2} \]
\[ \hat{\beta}_0 = \bar{y} - \hat{\beta}_1 \bar{x} \]

Now we can find the Least square estimator, The cumulative function for Lomax distribution is:

\[ F(xi) = 1 - \left(1 + \frac{x_i}{\lambda}\right)^{-\alpha} \quad \alpha, \lambda > 0 \quad (14) \]

\[ 1 - F(xi) = \left(1 + \frac{x_i}{\lambda}\right)^{-\alpha} \quad (15) \]

\[ \ln[1 - F(xi)] = -\alpha \ln\left(1 + \frac{x_i}{\lambda}\right) \quad (16) \]

We can put Eq.16 in the form

\[ y_i = \beta_0 + \beta_1 zi \quad (17) \]

Where \( \ln[1 - F(xi)] = y_i \) and \( \beta_0 = 0 \) and \( \beta_1 = -\alpha \) and

\[ zi = \ln\left(1 + \frac{x_i}{\lambda}\right) \]

then the Least square estimator of \( \alpha \) is Eq.18:

\[ \hat{\beta}_1 = -\hat{\alpha}_{1,s.m} = \frac{n \sum zi yi - \sum zi \sum yi}{n \sum zi^2 - (\sum zi)^2} \quad (18) \]

The Least square estimator of Reliability function is Eq.19
And the Least square estimator of Hazard function is Eq.20

\[ \hat{R}_{l.s.m}(x) = \frac{\hat{\alpha}_{l.s.m}}{x + \hat{\lambda}} \]  

Bayes Method (BYS) :  
Let \( x_1, x_2, \ldots, x_n \) be a random sample of size \( n \) with p.d.f \( f(x; \alpha, \lambda) \). In the two parameters Lomax distribution is given by:

\[ f(x; \alpha, \lambda) = \frac{\alpha}{\lambda} \left(1 + \frac{x}{\lambda}\right)^{-(\alpha + 1)} \]  

The prior distribution for \( \alpha \) is

\[ g(\alpha) = \frac{1}{\alpha} \]  

We can found Bayes estimator with prior by using posterior distribution which equal to conditional distribution, depend on joint probability density function and marginal probability density function, so the posterior distribution is given by:

\[ h(\alpha|x_1, x_2, \ldots, x_n) = \frac{L(x_1, x_2, \ldots, x_n, \alpha, \lambda)g(\alpha)}{\int_0^\infty L(x_1, x_2, \ldots, x_n, \alpha, \lambda)g(\alpha)d\alpha} \]  

After we evaluate the integral:

\[ I = \int_0^\infty \frac{\alpha^{n-1}}{\lambda^n} e^{-\left(\alpha + 1\right)\sum\ln\left(1 + \frac{x}{\lambda}\right)} \frac{1}{\alpha} d\alpha \]

\[ I = \frac{e^{-\sum\ln\left(1 + \frac{x}{\lambda}\right)}}{\lambda^n} \int_0^\infty \alpha^{n-1} e^{-\sum\ln\left(1 + \frac{x}{\lambda}\right)} d\alpha \]  

Let \( U = \alpha \sum \ln\left(1 + \frac{x}{\lambda}\right) \), \( d\alpha = \frac{du}{\sum\ln\left(1 + \frac{x}{\lambda}\right)} \)  

Then:

\[ I = \frac{e^{-\sum\ln\left(1 + \frac{x}{\lambda}\right)} \Gamma_n}{\lambda^n \left[\alpha \sum \ln\left(1 + \frac{x}{\lambda}\right)\right]^n} \]  

Where \( \Gamma \) is gamma function

And

\[ h(\alpha|x_1, x_2, \ldots, x_n) = \frac{\alpha^{n-1} e^{-\left(\alpha + 1\right)\sum\ln\left(1 + \frac{x}{\lambda}\right)}}{\lambda^n e^{-\sum\ln\left(1 + \frac{x}{\lambda}\right)} \Gamma_n \left[\alpha \sum \ln\left(1 + \frac{x}{\lambda}\right)\right]^n} \]  
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The above posterior distribution is gamma distribution with parameters $[\sum \ln(1 + \frac{x}{\lambda}), n]$. Then the Bayes estimator of $\alpha$ is Eq. 29:

$$\hat{\alpha}_{bys} = \frac{n}{\sum \ln(1 + \frac{x}{\lambda})} \quad (29)$$

The Bayes estimator of Reliability function is Eq. 30:

$$\hat{R}_{bys}(x) = \left(1 + \frac{x}{\lambda}\right)^{-\hat{\alpha}_{bys}} \quad (30)$$

And the Bayes estimator of Hazard function is Eq. 31:

$$\hat{H}_{bys}(x) = \frac{\hat{\alpha}_{bys}}{x + \lambda} \quad (31)$$

**Method of Moment (MOM):** We can find quantiles of parametric distribution by using the hypothesis of this method that is (moment of population equal moment of sample) for that estimator.

We have

$$\beta(m, n) = \int_0^1 x^{m-1} (1 - x)^{n-1} \, dx$$

$$= \int_0^\infty x^{m-1} (1 + x)^{-(m+n)} \, dx$$

Where $\beta(m, n)$ is Beta function, and for Lomax distribution

$$Ex = \int_0^\infty x \frac{\alpha}{\lambda} (1 + \frac{x}{\lambda})^{-(\alpha+1)} \, dx \quad (32)$$

And after we evaluate Eq. 32 we find:

$$Ex = \frac{\alpha \lambda \beta(2, \alpha - 1)}{\alpha \lambda + 1} = \frac{\alpha \lambda}{\Gamma \alpha - 1}$$

$$Ex = \frac{\alpha \lambda}{\alpha (\alpha - 1)} = \frac{\lambda}{\alpha - 1} \quad (33)$$

Then the Moment estimator of $\alpha$ is Eq. 34:

$$\hat{\alpha}_{mom} = \frac{\lambda}{\chi} + 1 \quad (34)$$

And the Moment estimator of Reliability function and Hazard function is Eq. 35 and 36 respectively.

$$\hat{R}_{mom}(x) = \left(1 + \frac{x}{\lambda}\right)^{-\hat{\alpha}_{mom}} \quad (35)$$
We can reach to the same estimator $\hat{\alpha}_{mom}$ by using Integral 3.241(4) in (Ryhik 1965) as follows:

$$E x^r = a\lambda^r \frac{\Gamma(r+1)a-r}{\Gamma(a+1)}$$

Then

$$E x = \frac{\lambda}{\alpha - 1}$$

**Results**

In this simulation study we have chosen $n=10,20,50$ and 100 to represent small, moderate and large sample size. Several values of parameter $\alpha=0.5, 1, 1.5$ and $\lambda=0.5, 1, 1.5$. The number of replication used was $(L=1000)$. The simulation program was written by using Matlab-R2011b program. After the Reliability and Hazard function are estimated, Integrated Mean Square Error (IMSE) and Integrated Mean Absolute Percentage Error (IMAPE) was calculated to compare the methods of estimation, where:

$$IMSE(\hat{R}(x)) = \frac{1}{L} \sum_{i=1}^{L} \left\{ \frac{1}{n} \sum_{j=1}^{n} \left[ R_i(x_j) - \hat{R}_i(x_j) \right]^2 \right\}$$

$$IMSE(\hat{H}(x)) = \frac{1}{L} \sum_{i=1}^{L} \left\{ \frac{1}{n} \sum_{j=1}^{n} \left[ H_i(x_j) - \hat{H}_i(x_j) \right]^2 \right\}$$

$$IMAPE(\hat{R}(x)) = \frac{1}{L} \sum_{i=1}^{L} \left\{ \frac{1}{n} \sum_{j=1}^{n} \left| R_i(x_j) - \hat{R}_i(x_j) \right| \right\}$$

$$IMAPE(\hat{H}(x)) = \frac{1}{L} \sum_{i=1}^{L} \left\{ \frac{1}{n} \sum_{j=1}^{n} \left| H_i(x_j) - \hat{H}_i(x_j) \right| \right\}$$

And so
Table 1: IMSE for different estimators of Reliability and Hazard function for lomax distribution

<table>
<thead>
<tr>
<th>N</th>
<th>α</th>
<th>λ</th>
<th>Reliability function</th>
<th>Hazard function</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MLE</td>
<td>LSM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.9</td>
<td>0.945</td>
<td>0.927</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0.945</td>
<td>0.927</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0.945</td>
<td>0.927</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.9</td>
<td>0.945</td>
<td>0.927</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0.945</td>
<td>0.927</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.9</td>
<td>0.945</td>
<td>0.927</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0.945</td>
<td>0.927</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.9</td>
<td>0.945</td>
<td>0.927</td>
</tr>
<tr>
<td>السطر 1</td>
<td>السطر 2</td>
<td>السطر 3</td>
<td>السطر 4</td>
<td>السطر 5</td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>٠ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
</tr>
<tr>
<td>١ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
</tr>
<tr>
<td>١ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
</tr>
<tr>
<td>١ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
<td>٠ ٠ ٠ ٠</td>
</tr>
</tbody>
</table>
Table 2: IMAPE for different estimator of reliability and Hazard function for Lomax distribution.

<table>
<thead>
<tr>
<th>N</th>
<th>α</th>
<th>λ</th>
<th>Reliability function</th>
<th>Hazard function</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MLE       LSM      BYS</td>
<td>MOM</td>
</tr>
<tr>
<td>1</td>
<td>0,5</td>
<td>0</td>
<td>,06,325   ,06,613   ,06,786</td>
<td>,06,738</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>,06,632   ,06,786   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>,06,786   ,06,613   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>,06,632   ,06,786   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td>1</td>
<td>0,5</td>
<td>0</td>
<td>,06,325   ,06,613   ,06,786</td>
<td>,06,738</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>,06,632   ,06,786   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>,06,786   ,06,613   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>,06,632   ,06,786   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td>1</td>
<td>0,5</td>
<td>0</td>
<td>,06,325   ,06,613   ,06,786</td>
<td>,06,738</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>,06,632   ,06,786   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>,06,786   ,06,613   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>,06,632   ,06,786   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td>1</td>
<td>0,5</td>
<td>0</td>
<td>,06,325   ,06,613   ,06,786</td>
<td>,06,738</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>,06,632   ,06,786   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>,06,786   ,06,613   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>,06,632   ,06,786   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td>1</td>
<td>0,5</td>
<td>0</td>
<td>,06,325   ,06,613   ,06,786</td>
<td>,06,738</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>,06,632   ,06,786   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>,06,786   ,06,613   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>,06,632   ,06,786   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td>1</td>
<td>0,5</td>
<td>0</td>
<td>,06,325   ,06,613   ,06,786</td>
<td>,06,738</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>,06,632   ,06,786   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>,06,786   ,06,613   ,06,738</td>
<td>,06,738</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>,06,632   ,06,786   ,06,738</td>
<td>,06,738</td>
</tr>
</tbody>
</table>
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The results of the simulation study are summarized and tabulated in table 1 and 2 of the four estimators for all sample size and ($\alpha, \lambda$) values respectively.

In each row of Table 1 and 2 we have four values of estimator that is the maximum likelihood, Least square method, Bayes method and Moment method. The best method that gives smallest value of (IMSE) and (IMAPE).

**Discussion:**

In table 1 and 2, when we compared reliability and hazard estimation for Lomax distribution by using mentioned method we find the best estimator is bayes (BYS) for small values of $\alpha$ and Least square method for large values and this result is true for all values of parameters and sample sizes used in the study.

**Conclusion:**

The estimated Reliability and Hazard function of Lomax distribution from Bayes estimation is the best compared for small values of $\alpha$ and Least square method for large values of $\alpha$, The maximum likelihood and moment methods gives the same values of IMSE and IMAPE for all values of $\alpha$, $\lambda$ and sample size.

When the number of sample size increases the Integrated Mean Square Error (IMSE) for Reliability and Hazard function decreases in all cases, But Integrated absolute mean square Error decreases in all cases except for hazard function it is increases.
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